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Abstract

The advancement of large language models
(LLMs) has led to a greater challenge of hav-
ing a rigorous and systematic evaluation of
complex tasks performed, especially in enter-
prise applications. Therefore, LLMs need to be
benchmarked with enterprise datasets for a va-
riety of NLP tasks. This work explores bench-
marking strategies focused on LLM evaluation,
with a specific emphasis on both English and
Japanese. The proposed evaluation framework
encompasses 25 publicly available domain-
specific English benchmarks from diverse en-
terprise domains like financial services, legal,
climate, cybersecurity, and 2 public Japanese
finance benchmarks. The diverse performance
of 8 models across different enterprise tasks
highlights the importance of selecting the right
model based on the specific requirements of
each task. Code and prompts are available on
GitHub.

1 Introduction

Large Language Models (LLMs) have garnered
significant attention and adoption across various
domains due to their remarkable capabilities in nat-
ural language understanding and generation. To
align with the new era of LLMs, new benchmarks
have been proposed recently to probe a diverse set
of LLM abilities. For example, BIG-bench (Be-
yond the Imitation Game benchmark) (Srivastava
et al., 2022) and HELM (Holistic Evaluation of
Language Models) (Liang et al., 2022) attempt to
aggregate a wide range of natural language process-
ing (NLP) tasks for holistic evaluation. Towards the
application of LLMs in real world, it is expected
that LLMs are capable of processing enterprise text
data, which is generated and accumulated through
business operations of enterprises. An important
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characteristics of such data is that it often contain
expressions used in specific domains such as fi-
nance, legal, climate, and cybersecurity. However,
the existing benchmarks often lack domain-specific
datasets, particularly for those enterprise domains.
This gap poses challenges for practitioners seeking
to assess LLM performance tailored to their needs.

Enterprise datasets, though potentially useful as
benchmarks, often face accessibility or regulatory
issues. Evaluating LLMs with these datasets can be
difficult due to sophisticated concepts or techniques
needed to convert use case-based inputs to the stan-
dard input format of evaluation harness (e.g., BIG-
bench or HELM), which indicates the need for
standardized metrics and clear performance bench-
marks. This highlights the necessity for robust eval-
uation frameworks that measure LLM performance
in specialized domains.

Emerging enterprise-focused or domain-
specific LLMs, such as Snowflake Arctic1 and
BloombergGPT (Wu et al., 2023), are evaluated
with limited enterprise application scope and
volume. For textual inputs, Snowflake Arctic is
assessed on world knowledge, common sense
reasoning, and math. However, such non-domain-
specific benchmarks often fail to address the
complexities of enterprise applications, such as
financial Named Entity Recognition (NER), which
requires precise domain language understanding.
BloombergGPT is evaluated with several finance
datasets, mostly proprietary, and does not include
the summarization task.

Beyond the gaps in English LLM enterprise
benchmarking, there are additional challenges in
the availability and development of such bench-
marks in other languages, especially Japanese. This
gap includes a lack of comprehensive, high-quality
datasets tailored specifically to Japanese financial

1https://www.snowflake.com/blog/arctic-open-
efficient-foundation-language-models-snowflake/

485

https://github.com/IBM/helm-enterprise-benchmark
https://www.snowflake.com/blog/arctic-open-efficient-foundation-language-models-snowflake/
https://www.snowflake.com/blog/arctic-open-efficient-foundation-language-models-snowflake/


Figure 1: Overview of the enterprise benchmark frame-
work for LLM evaluation.

terminology, regulations, and market dynamics.
Additionally, there is limited benchmarking for
tasks such as sentiment analysis, risk assessment,
and financial forecasting in the Japanese context.

To narrow the gap between LLM development
and evaluation in enterprises, we present a frame-
work in Figure 1 by augmenting Stanford’s HELM
with emphasizes the use of enterprise benchmarks
that cater specifically to domains such as finance,
legal, climate, and cybersecurity. This frame-
work aims to create and adopt standardized bench-
marks reflecting real-world application require-
ments. This initiative not only addresses the current
scarcity of domain-specific evaluation frameworks
but also informs better decisions for deploying and
optimizing LLM technologies across diverse enter-
prise environments.

Together, our work makes the following key con-
tributions: (i) Developing a set of domain-specific
benchmarks by curating datasets, enhancing met-
rics, and implementing prompts based on industry
use cases and requirements. (ii) Conducting exten-
sive experiments to demonstrate that LLMs show
different performance trends in domain-specific
settings. (iii) Enabling researchers and industry
practitioners to assess and optimize LLMs tailored
to specific domains by integrating the prompts and
benchmark code into the widely adopted HELM
evaluation harness. This paper does not aim to
provide an exhaustive evaluation of LLM perfor-
mance across all enterprise benchmarks; instead,
it focuses on the evaluation process of LLMs in
different domains.

In the next section, we delve into the current
state-of-the-art LLM evaluation benchmarks. In
Section 3, we introduce 27 enterprise datasets in
four enterprise domains. Section 4 describes the
key design considerations in the development of
the benchmark. Experiments and primary results
are presented in Section 5. The paper concludes in

Section 6.

2 Related Work

Recently, researchers have developed several
frameworks to assess the various capabilities of
LLMs. Examples include HELM (Bommasani
et al., 2023), MMLU (Hendrycks et al., 2020),
Big-Bench (Lewkowycz et al., 2022), EleutherAI
(Phang et al., 2022), and MMCU (Zeng, 2023),
which are widely used to evaluate LLMs on mul-
tiple NLP tasks. Specifically, HELM catego-
rizes potential scenarios and metrics of interest
for LLMs. However, these frameworks lack bench-
marks and metrics for assessing LLM performance
in enterprise-focused problems. This work lever-
ages the HELM platform, extending its benchmark
scenarios and metrics to include domain-specific
LLM evaluations.

Researchers are actively developing enterprise-
specific LLM benchmarks in domains like finance,
legal, and cybersecurity. For example, FinBen (Xie
et al., 2024) introduces a finance-focused bench-
mark spanning 24 tasks, including information ex-
traction, question answering, and risk management.
However, its design is tailored to Chinese language
tasks, limiting its applicability to English texts
and American market data. Similarly, Xu et al.
(Xu et al., 2024) provides an extensive analysis of
finance-specific tasks, covering six domains and 25
specialized tasks in Chinese. Zhu et al. (Zhu et al.,
2024) further propose CFLUE, the Chinese Finan-
cial Language Understanding Evaluation bench-
mark, but its relevance to non-Chinese languages
remains constrained.

In another effort, Hirano (Hirano, 2024) makes
an initial attempt to build a benchmark for Japanese
financial tasks, including performance evaluations
for several models. While promising, this bench-
mark lacks the depth and task diversity seen in
Xu et al.’s comprehensive Chinese evaluation,
highlighting the need for further exploration of
Japanese-specific tasks for more robust assess-
ments.

Enterprise benchmarks in legal are upcoming
with works like Legalbench (Guha et al., 2024),
Lawbench (Fei et al., 2023), and LAiW (Dai et al.,
2023). Lawbench is evaluated on multilingual and
Chinese-oriented LLMs while LAiW is the Chi-
nese legal LLMs benchmark. Legalbench provides
a benchmark on reasoning while the others evalu-
ate legal foundation inference and complex legal
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application tasks.
Lastly, in the cybersecurity domain, researchers

have contributed to benchmarks like SEvenLLM (Ji
et al., 2024), CyberBench (Liu et al.), Cybersece-
val 2 (Bhatt et al., 2024) and CyberMetric (Tihanyi
et al., 2024). These benchmarks analyze tasks like
cyber advisory and reasoning, question-answering,
and cybersecurity incident analysis. Compared to
existing benchmarks, our enterprise benchmarks
perform sentiment analysis and summarization
tasks that have not been tackled in existing art. The
benchmarks in our work are open-sourced and con-
solidated into a widely adopted evaluation frame-
work to enable comprehensive evaluation across
reasoning tasks.

3 Enterprise Benchmarks

Domain Task Dataset

Finance Classification Earnings Call Transcripts (Roozen and
Lelli, 2021)

Classification News Headline (Sinha and Khandait,
2020)

NER Credit Risk Assessment (Salinas Al-
varado et al., 2015)

NER KPI-Edgar (Deußer et al., 2022)
NER FiNER-139 (Loukas et al., 2022)
QA Opinion-based QA (FiQA) (Maia et al.,

2018)
QA Sentiment Analysis (FiQA SA) (Maia

et al., 2018)
QA Insurance QA (Feng et al., 2015)
Summarization Financial Text Summarization

(EDT) (Zhou et al., 2021)
Finance Classification MultiFin (Jørgensen et al., 2023)
(Jpn.) Summarization Bank of Japan Outlook (Bank of Japan,

2024)
E2J Translation (same as above)
J2E Translation (same as above)

Legal Classification Legal Sentiment Analysis 2

Classification UNFAIR-ToS (Lippi et al., 2019)
Classification Legal Judgement Prediction (Chalkidis

et al., 2019)
QA CaseHOLD (Zheng et al., 2021)
Summarization BillSum (Eidelman, 2019)
Summarization Legal Summarization (Manor and Li,

2019)
Climate Classification Reddit Climate Change 3

Classification Wildfires and Climate Change Tweets 4

Summarization SUMO Climate Claims (Mishra et al.,
2020)

Cyber- Classification SPEC5G (Karim et al., 2023)
security Classification CTI-to-MITRE with NLP (Orbinato

et al., 2022)
Classification TRAM 5

Classification SecureNLP (Phandi et al., 2018)
Classification IoTSpotter (Jin et al., 2022)
Summarization SPEC5G (Karim et al., 2023)

Table 1: List of benchmarks.

2https://osf.io/zwhm8/
3https://huggingface.co/datasets/SocialGrep/

the-reddit-climate-change-dataset
4https://github.com/reabdi/

WildFiresTopicModeling/tree/master/DataSet
5https://github.com/center-for-threat-

informeddefense/tram

This work introduces benchmark datasets from
four specific domains (Table 1), where natural lan-
guage understanding is crucial for productivity and
decision-making. All datasets are curated from
open data sources to cover a broad range of natu-
ral language tasks and diverse industry use cases
within these domains. Datasets without reference
answers or with fewer than 100 test cases were
excluded from the benchmarks.

Although the collected tasks are mostly conven-
tional, the combination of such tasks and domain-
specific datasets are still rare and understudied in
the field of LLM applications. The focus of this pa-
per is in catering a means for practitioners to evalu-
ate the performance of processing domain-specific
datasets. This is because it is known that a general
domain LLM might suffer from the degradation
of performance when it processes domain-specific
data due to the unique terminology and knowledge
that are only used in a specific industry.

As summarized in Appendix A.1/Table 6, the
English finance benchmarks include 10 datasets
collected from important use cases such as mar-
ket prediction based on earnings call transcripts,
entity recognition for retrieving information from
U.S. Securities and Exchange Commission (SEC)
filings, and understanding news and reports. The
tasks range from classification and NER to QA and
long document summarization. NER is crucial for
many applications in digital finance, and numerical
NER is a particularly challenging task for language
models. ConvFinQA provides multi-turn conver-
sational financial QA data involving information
extraction from tables and numerical reasoning,
offering a critical lens for evaluating LLMs’ numer-
ical reasoning capabilities.

As summarized in Appendix A.1/Table 7, the
Japanese finance benchmarks encompass several
datasets tailored to crucial use cases within the
financial sector. These use cases include classi-
fication using the MultiFin dataset, which covers
financial article headlines in multiple languages;
summarization utilizing the Bank of Japan Out-
look dataset, which provides insights from quar-
terly monetary policy meetings; and translation
tasks for both English to Japanese and Japanese
to English, exploiting the same dataset. LLM per-
formance in multilingual settings is an important
concern in enterprise use cases, and a translation is
a typical task that represents the demands in such
settings.

Similarly, the seven legal benchmarks in Ap-

487

https://osf.io/zwhm8/
https://huggingface.co/datasets/SocialGrep/the-reddit-climate-change-dataset
https://huggingface.co/datasets/SocialGrep/the-reddit-climate-change-dataset
https://github.com/reabdi/WildFiresTopicModeling/tree/master/DataSet
https://github.com/reabdi/WildFiresTopicModeling/tree/master/DataSet
https://github.com/center-for-threat-informeddefense/tram
https://github.com/center-for-threat-informeddefense/tram


pendix A.1/Table 8 contain rich NLP tasks and
important use cases, such as legal opinion classi-
fication, legal judgment prediction, and legal con-
tract summarization. Climate is an emerging do-
main for LLM applications, including summariz-
ing claims and understanding human concerns like
wildfires and climate change. Given the scarcity of
open-source datasets with high-quality labels, three
benchmarks have been curated, as detailed in Ap-
pendix A.1/Table 9. Cybersecurity-related tasks, in-
cluding classification and summarization of textual
documents such as network protocol specifications,
malware reports, vulnerability, and threat reports
are curated and shown in Appendix A.1/Table 10.

4 Benchmark Development

Recent LLMs, primarily based on the decoder-only
transformer architecture, have unique capabilities
and limitations, such as in-context learning (few-
shot learning) and input token length constraints.
Domain-specific benchmark datasets are often de-
signed for different architectures (such as BERT),
necessitating adaptations in datasets and task im-
plementations.

In HELM, a scenario represents an evaluation
task with a specific dataset and corresponding met-
rics. These adaptations are incorporated into the
development of the scenarios. The prompt for each
scenario is included in the Appendix A.3. The de-
veloped scenarios are adopted to a specific edition
of HELM, called HELM Classic, which collects
the largest number of NLP scenarios among the
HELM editions. In this study, HELM v0.4.0 is
used.

4.1 Classification Task

In a classification task, a model is asked to generate
the name of a class of the input sample directly as
an output. It is better to use natural language words
as the class names (e.g., positive/neutral/negative)
than to use symbolic names (see the discussion in
Section 4.2). One usually needs to provide few-shot
examples to ensure that a model does not generate
tokens other than the class names.

For classification tasks with more than 20
classes, defining all classes in a prompt and cover-
ing them in in-context learning examples is chal-
lenging due to input token length limits. This work
simplifies the task by selecting samples that belong
to the top-k classes based on their distributions,
where k is typically less than 10. Related topics on

the estimation of the token consumption and other
possible implementation options are discussed in
Appendix A.5.

In addition to HELM’s built-in micro- and
macro-F1 scores, the Weighted F1 score as imple-
mented in (scikit-learn developers, 2024) is added
as a performance metric.

4.2 Named Entity Recognition Task
A conventional NER task is formalized as a
sequence-to-sequence task, where the input is a
sequence of tokens. A system classifies whether
each token is a part of a named entity and identifies
its category (e.g., person, location, organization,
etc.). Then the system generates a sequence of cor-
responding tags (so-called BIO tags) in the same
order as the input tokens (Cui et al., 2021). How-
ever, in our preliminary experiments, this approach
did not work well with LLMs. This seems to be be-
cause BIO tags are unknown to pre-trained LLMs.

Due to the challenges, alternative implementa-
tion methods are discussed in Appendix A.6. In
this work, a simplified approach (Wu et al., 2023)
is employed. In this approach, a model extracts
only named entities and their categories in a nat-
ural language (e.g., "New York (location), John
Smith (person)".). In some scenarios, the number
of categories is reduced, as explained in the previ-
ous Section 4.1.

To support the above extraction-based NER, a
new metric called Entity F1 is added. For each test
sample, predicted named entities and the categories
of those are compared with those in the ground-
truth, to compute true positives, false positives, and
false negatives. Those are aggregated population-
wide to compute the Entity F1 score.

4.3 Question and Answering Task
There are several types of QA tasks, some of which
overlap with information retrieval tasks. In many
business applications, one is requested to answer a
question based on a given set of documents (e.g.,
product manuals, FAQs, medical papers, regula-
tions, etc.). This involves a ranking of answer can-
didates with respect to their relevance to the user’s
question. However, LLMs struggle with these oper-
ations because handling multiple answer candidates
in a single prompt consumes many tokens.

Alternatively, the "point-wise" approach pro-
vided in HELM is adopted (Liang et al., 2022). For
a question qi, there are k pre-defined answer can-
didates {aij |j = 1, · · · k} and one prompts the fol-
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lowing question to a model: "Does aij answer the
question qi? Answer in yes or no." Then, one can
obtain a pair of the output text bij ∈ {"yes", "no"}
and its log probability cij from the model. An an-
swer candidate with "yes" and higher cij is ranked
higher, while "no" and higher cij is ranked lower.

4.4 Summarization Task

In a summarization task, one needs to handle a
long document as an input. Therefore, the input
token length limit becomes a severe issue. In this
study, this issue is handled by selecting relatively
shorter samples and truncating the end of the sam-
ples to preserve the original context as much as pos-
sible. For the English benchmark evaluation, per-
formance is measured using conventional ROUGE
scores (see also Section 4.5 for Japanese tasks).

4.5 Supporting Non-English Datasets and
Tasks

In this study, some of the Japanese datasets are
supported as examples of extending the model eval-
uation capability to non-English languages. There
are some considerations in implementing the non-
English language support.

First, most of the Japanese LLMs are fine-
tuned with Japanese instruction data to improve the
instruction-following capability in that language.
In addition, models often require the use of model-
specific system prompts. Therefore, the instruc-
tion in a prompt is set to Japanese. The use of the
model-specific system prompt is also examined and
the best prompt of a scenario is selected for each
model.

Second, the language of the labels is also as-
sumed to be Japanese. This is because an LLM
often exploits its knowledge about the label as a
natural language phrase.

Third, language-specific metrics need to be intro-
duced. In particular, the use of a language-specific
tokenizer is crucial to accurately compute the
metrics. Implementation details of the language-
specific metrics are described in Appendix A.7.

5 Experiments and Results

This evaluation is conducted by augmenting
HELM’s framework to encompass 27 publicly
available datasets from multiple domains, namely
financial, legal, climate and cybersecurity. For each
benchmark, the evaluation is conducted on a spe-
cific configuration. The intention of this section

is to demonstrate the usefulness for practitioners
of our benchmarks in evaluating candidate models
with their own settings.

5.1 Evaluated Models
Here, the evaluation models are selected from the
best-performing open-sourced models under 70 bil-
lion parameters based on model size, type of train-
ing data, accessibility, and model tuning method.
Specifically, 1) Llama 3.1 (Dubey et al., 2024) is a
collection of LLMs optimized for multilingual dia-
logue use cases and outperforms many of the avail-
able open-source and proprietary models on com-
mon industry benchmarks. In this study, we use 8
and 70-billion-parameter instruction-tuned models.
2) Flan UL2 (Tay et al., 2022) is another state-
of-the-art model that has been pre-trained with
a framework that combines diverse pre-training
paradigms. This is the only encoder-decoder Trans-
former model among the models we tested. 3)
Phi 3.5 (Abdin et al., 2024) is a family of pow-
erful and small language models (SLMs) with a
modern architecture that supports a long context
window of 128k tokens. 4) Mistral 7B (Jiang et al.,
2023) is a series of 7-billion-parameter language
models. This version (v0.3) supports function call-
ing and relatively a long context length of 32k to-
kens. 5) Granite 3 (Granite Team, 2024) is a set of
the latest open-sourced enterprise-focused models.
The datasets used in the training of these models
include some finance and legal datasets, such as
FDIC, Finance Text Books, EDGAR Filings, etc.
6) Granite 8B Japanese is an instruction-tuned
model and is designed and developed with the same
philosophy of the Granite model stated above and
then tailored for Japanese. 7) Llama 3 ELYZA
JP 8B model is based on the llama-3-8b-instruct
model, which has been enhanced for Japanese us-
age through additional pre-training and instruction
tuning. Other information about the models is sum-
marized in Table 2.

Model Context length Release date

phi-3-5-mini-instruct (3.8b) 131072 2024-08-01
mistral-7b-instruct-v0-3 32768 2024-05-22
llama-3-1-8b-instruct 131072 2024-07-23
llama-3-1-70b-instruct 131072 2024-07-23
granite-3-8b-instruct 4096 2024-10-21
flan-ul2 (20b) 4096 2023-02-28

granite-8b-japanese 4096 2024-02-29
llama-3-elyza-jp-8b 4096 2024-06-26

Table 2: Model information

All 8 models are evaluated in our benchmarks,
regardless of the purposes of the models (i.e., for
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chat, etc.). As we will see in the following sec-
tions, the relation between the performance of a
task and the intended purpose of a model is not
straightforward.

5.2 Evaluation Setup

In this study, the data source-provided train and test
splits are used whenever possible. Model perfor-
mance is reported based on test or validation exam-
ples, depending on the availability of test labels. If
the train and test splits do not exist, a task-specific
ratio of the data is selected as the test split, with
the remainder used as the train split.

In-context learning examples are sampled from
the train split. The number of few-shot examples
provided to the model varies by task and is de-
tailed in Table 3, and Appendix A.2/Tables 4 - 13.
Note that, in HELM, only one set of randomly
sampled examples is used across all test cases of
a given benchmark. For in-context learning, this
work adopts HELM’s sampling strategy, which in-
cludes samples from minority classes. This is dif-
ferent from the conventional uniformly random
sampling, where samples in a minority class tend
to be ignored in the case of a few-shot sampling.

For the current evaluation, all the models use
the same parameters and the same context exam-
ples. The prompts used are shown in Appendix
A.3. To ensure reproducibility, a fixed random seed
and the greedy decoding method (i.e., temperature
zero) without repetition penalty are used. Stan-
dard text normalization (i.e., moving articles, extra
white spaces, and punctuations followed by lower-
ing cases) is applied to the generated output before
matching texts.

5.3 Evaluation Results

English Finance Benchmark
Table 3 provides the evaluation results of 6 mod-

els across a range of financial NLP tasks, including
classification, NER, QA, and summarization. Each
task was assessed using the best-fitted metrics to
determine the performance of different models.

For classification tasks, the highest Weighted F1
scores were achieved by the llama-3-1-70b-instruct
model in the Earnings Call Transcripts classifica-
tion and the News Headline classification demon-
strating its strong performance in extracting rel-
evant information from earnings calls as well as
indicating its effectiveness in handling short text
classification tasks.

NER was evaluated using three different tasks:
Credit Risk Assessment, KPI-Edgar, and FiNER-
139. The llama-3-1-70b-instruct model outper-
formed others in all three tasks showcasing its ca-
pability in identifying financial entities accurately.

Among the diverse QA tasks, the llama-3-1-70b-
instruct model excelled in FiQA-Opinion and Con-
vFinQA with the highest RR scores and the high-
est accuracy, respectively highlighting their profi-
ciency in answering complex questions with lim-
ited context as well as indicating its robustness
in handling multi-turn financial QA tasks involv-
ing numerical reasoning. The granite-3-8b-instruct
model obtained the highest Weighted F1 score in
FiQA SA, The flan-ul2 model excelled in Insurance
QA with the highest RR scores.

For Text Summarization, the llama-3-1-8b-
instruct model achieved the highest Rouge-L score,
demonstrating its ability to generate concise and
relevant summaries from financial texts.

Legal Benchmark The results in Appendix
A.2/Table 4 highlight the performance of various
models across legal tasks. For classification, the
mistral-7b-instruct-v0-3 model achieved the high-
est score in Legal Sentiment Analysis (Weighted
F1 of 0.727), the llama-3-1-70b-instruct model ex-
celled in UNFAIR-ToS (Weighted F1 of 0.824),
while mistral-7b-instruct-v0-3 led in Legal Judge-
ment Prediction (Weighted F1 of 0.845). In QA,
llama-3-1-70b-instruct achieved the highest F1
score (0.816) in the CaseHOLD task. The granite-3-
8b-instruct model was best in summarization tasks,
such as BillSum (Rouge-L of 0.312) and Legal
Summarization (Rouge-L of 0.271).

Results of other domains are summarized in Ap-
pendix A.2. Across all domains, the results indicate
that different models excel in various tasks depend-
ing on their training process and architecture.

How these results differ from the case of general
(non-domain-specific) NLP performance is summa-
rized in Table 5 in the case of the summarization
tasks, as well as discussed in detail in Appendix
A.4. We usually expect that larger models in terms
of the parameter sizes perform better. However,
for example, flan-ul2 (20B) shows large drops of
relative performance in some of the legal bench-
marks, while granite-3-8b-instruct keeps stable per-
formance there, possibly due to to the difference
of the training datasets. This kind of observation is
particularly useful when there are requirements on
the inference cost or the latency, which are corre-
lated with the parameter sizes.
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Task Classification Named Entity Recognition Question Answering Summarization
Earnings
Call Tran-
scripts

News
Head-
line

Credit
Risk As-
sessment

KPI-
Edgar

FiNER-
139

FiQA-
Opinion

Insurance
QA

FiQA
SA

Conv-
FinQA

EDT

Metrics Weighted
F1

Weighted
F1

Entity F1 Adj
F1

Entity
F1

RR@10 RR@5 Weighted
F1

Accuracy Rouge-L

N-shot Prompt 5-shot 5-shot 20-shot 20-
shot

10-
shot

5-shot 5-shot 5-shot 1-shot 5-shot

phi-3-5-mini-instruct (3.8b) 0.411 0.800 0.417 0.421 0.677 0.605 0.350 0.824 0.277 0.368
mistral-7b-instruct-v0-3 0.453 0.794 0.396 0.588 0.686 0.569 0.414 0.838 0.280 0.390
llama-3-1-8b-instruct 0.411 0.838 0.473 0.563 0.772 0.624 0.388 0.835 0.531 0.435
llama-3-1-70b-instruct 0.602 0.874 0.539 0.697 0.802 0.808 0.645 0.855 0.629 0.394
granite-3-8b-instruct 0.411 0.791 0.332 0.571 0.706 0.701 0.388 0.859 0.296 0.412
flan-ul2 (20b) 0.411 0.829 0.259 0.011 0.446 0.804 0.723 0.811 0.254 0.428

Table 3: Finance benchmark evaluation results per task.

Task Classification Question Answering Summarization
Legal Sentiment
Analysis

UNFAIR-ToS Legal Judgement
Prediction

CaseHOLD BillSum Legal Summariza-
tion

Metrics Weighted F1 Weighted F1 Weighted F1 F1 Rouge-L Rouge-L
N-shot Prompt 5-shot 5-shot 5-shot 2-shot 0-shot 0-shot

phi-3-5-mini-instruct (3.8b) 0.594 0.464 0.739 0.767 0.311 0.205
mistral-7b-instruct-v0-3 0.727 0.720 0.845 0.696 0.312 0.255
llama-3-1-8b-instruct 0.652 0.592 0.794 0.723 0.282 0.252
llama-3-1-70b-instruct 0.703 0.824 0.839 0.816 0.291 0.228
granite-3-8b-instruct 0.705 0.485 0.616 0.800 0.312 0.271
flan-ul2 (20b) 0.646 0.302 0.073 0.780 0.234 0.173

Table 4: Legal benchmark evaluation results per task.

Scenario CNN-DM EDT Legal
Summ.

Domain General Finance Legal
N-shot Prompt 5-shot 5-shot 0-shot
Metrics [R-L] rank rank (∆) rank (∆)

phi-3-5-mini-instruct (3.8b) [0.237] 6 6 (0) 5 (-1)
mistral-7b-instruct-v0-3 [0.263] 5 5 (0) 2 (-3)
granite-3-8b-instruct [0.270] 4 3 (-1) 1 (-3)
llama-3-1-8b-instruct [0.273] 3 1 (-2) 3 (0)
flan-ul2 (20b) [0.299] 1 2 (+1) 6 (+5)
llama-3-1-70b-instruct [0.276] 2 4 (+2) 4 (+2)

Table 5: Comparison with non-domain-specific data:
Summarization task. The number of test samples in
CNN-DM is 54. The metrics of this task is Rouge-L
[R-L]. The difference of a rank on each benchmark from
the rank on CNN-DM is indicated as (∆).

These evaluations underscore the importance of
selecting the appropriate model based on the spe-
cific requirements and nature of the task at hand.
The diversity in performance also highlights the
potential for further model optimization and spe-
cialization in these domains.

6 Conclusion

In summary, this work advances the evaluation of
LLMs in domain-specific contexts by consolidat-
ing benchmark datasets and incorporating unique
performance metrics into Stanford’s HELM frame-
work. This enables researchers and industry prac-
titioners to assess and optimize LLMs for specific
domains. This work demonstrated that one can get
non-trivial evaluation results that are not expected

from general-purpose NLP benchmarks. This was
done on widely used 18 LLMs through extensive
experiments on 27 publicly available benchmarks
in financial, legal, climate, and cybersecurity do-
mains, providing practical prompts for practition-
ers. Our analysis offers valuable insights and high-
lights future needs for benchmarking LLMs in spe-
cialized applications.

For the deployment of this work, we open-
sourced the code and prompts. In addition, a merge
of the benchmark into the HELM repository is
ongoing to facilitate community adoption of this
work.
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A Appendix

A.1 Benchmarks Overview
Table 6, 7 and 8 to 10 present the overview of
English and Japanese benchmarks in the domain
of finance, legal, climate, and cybersecurity, re-
spectively. The data tables summarize key bench-
marking information. Each table includes the Task,
which specifies the problem, and the Task Descrip-
tion, explaining its nature. The Dataset column
names the data used, with the Dataset Descrip-
tion detailing its characteristics. Lastly, the Metric
column outlines the evaluation metrics used to mea-
sure model performance.

A.2 Evaluation Results
Table 4, 11, 12 and 13 show the LLMs evaluation
results of legal, climate, and cybersecurity bench-
marks, respectively. We have discussed the finance
and legal results in section 5.3. Other results are
summarized below.

Climate Benchmark Appendix/Table 11 shows
the evaluation of models on climate and sustain-
ability tasks. The flan-ul2 model performed best
in Reddit Climate Change classification (0.560
Weighted F1) and SUMO Climate Claims summa-
rization (0.258 Rouge-L), while the phi-3-5-mini-
instruct model led in Wildfires and Climate Change
Tweets classification (0.796 Weighted F1).

Cybersecurity Benchmark Table 12 presents
the performance of models on cybersecurity tasks.
In classification tasks, the llama-3-1-70b-instruct
model excelled in SPEC5G (0.564 Weighted F1),
CTI-to-MITRE with NLP (0.896 F1), TRAM
(0.708 Macro F1), and IoTSpotter (0.928 Binary
F1), while the flan-ul2 model achieved the highest
score in SecureNLP (0.369 Binary F1). In summa-
rization, flan-ul2 was the best in SPEC5G Summa-
rization (0.331 Rouge-L).

Japanese Finance Benchmark The results
in Table 13 show that the granite-8b-japanese
model outperformed llama-3-elyza-jp-8b across all
tasks (classification, summarization and transla-
tion) in the Japanese Finance Benchmark. Granite-
8b-japanese achieved the highest scores with a
Weighted-F1 of 0.454 in MultiFin, a Japanese
Rouge-L of 0.456 in BoJ Outlook summarization,
a Japanese BLEU of 0.123 in English-to-Japanese

translation, and a BLEU of 0.075 in Japanese-
to-English translation, consistently surpassing the
scores of llama-3-elyza-jp-8b.

A.3 Prompts

Prompts that are used in the experiments are shown
in this section. Figures 2 to 5 show the prompts for
English finance, legal, climate, and cybersecurity
scenarios, respectively. Figure 6 shows the prompts
for Japanese finance scenarios.

A prompt consists of an "instruction" block,
which is shown above a dotted line, and an "input-
output" block, which is shown below the dotted
line. The instruction block contains an instruction,
which is placed at the beginning of a prompt. Some
scenarios may not have the instruction block. The
input-output block contains a pair of the input and
output of each sample. This is located after the
instruction block. Within a block, a text enclosed
with curly brackets { ... } is replaced with an input
text of each sample. A text enclosed with square
brackets [ ... ] is a placeholder of the generated text
by an LLM as an output. In the case of a few-shot
learning setting, the input-output block can be used
to show a training example for in-context learning.
In that case, the placeholder of the output is filled
with the ground truth label of the sample.

Such instances of input-output blocks that corre-
spond to the few-shot examples are iterated after
the instruction block for n times, where n is the
number of the shots of the in-context learning. Af-
ter the in-context learning examples, another input-
output block is placed without filling the output
with a ground truth label.

Standard prompts (see the techniques of few-
shot-prompting and zero-shot-prompting and exam-
ples of prompts7) without chain-of-thought prompt-
ing (Wei et al., 2023) or system prompts are used.

For News Headline and FiQA SA, the prompts
are taken from BloombergGPT (Wu et al., 2023).

A.4 Comparison with existing
non-domain-specific benchmarks

In this paper, importance of using domain-specific
data is emphasized to evaluate the model perfor-
mance for industry applications. Conversely, the
use of non-domain-specific data such as pure lan-
guage capability benchmarks or common sense
benchmarks is discussed in this section.

7https://www.promptingguide.ai/techniques/
fewshot

496

https://arxiv.org/abs/2405.10542
https://arxiv.org/abs/2405.10542
https://arxiv.org/abs/2405.10542
https://www.promptingguide.ai/techniques/fewshot
https://www.promptingguide.ai/techniques/fewshot


Task Task Description Dataset Dataset Description Metric

Classification 2 Classes Earnings
Call Tran-
scripts (Roozen
and Lelli, 2021)

Earnings call transcripts, the related stock prices and the sector index
in terms of volume

Weighted F1

9 Classes News Head-
line (Sinha and
Khandait, 2020)

The gold commodity news annotated into various dimensions Weighted F1

Named Entity
Recognition

4 numerical entities Credit Risk
Assessment
(NER) (Sali-
nas Alvarado
et al., 2015)

Eight financial agreements (totalling 54,256 words) from SEC filings
were manually annotated for entity types: location, organization
person and miscellaneous

Entity F1

4522 Numerical En-
tities

KPI-
Edgar (Deußer
et al., 2022)

A dataset for Joint NER and Relation Extraction building on financial
reports uploaded to the Electronic Data Gathering, Analysis, and
Retrieval (EDGAR) system, where the main objective is to extract
Key Performance Indicators (KPIs) from financial documents and
link them to their numerical values and other attributes

Adj F1

139 Numerical En-
tities

FiNER-
139 (Loukas
et al., 2022)

1.1M sentences annotated with extensive Business Reporting Lan-
guage (XBRL) tags extracted from annual and quarterly reports of
publicly-traded companies in the US, focusing on numeric tokens,
with the correct tag depending mostly on context, not the token itself.

Entity F1

Question
Answering

Document rele-
vance ranking

Opinion-
based QA
(FiQA) (Maia
et al., 2018)

Text documents from different financial data sources (microblogs,
reports, news) for ranking document relevance based on opinionated
questions, targeting mined opinions and their respective entities, as-
pects, sentiment polarity and opinion holder.

RR@10

3 Classes Sentiment
Analysis (FiQA
SA) (Maia et al.,
2018)

Text instances in the financial domain (microblog message, news
statement or headline) for detecting the target aspects which are
mentioned in the text (from a pre-defined list of aspect classes) and
predict the sentiment score for each of the mentioned targets.

Weighted F1

Ranking Insurance
QA (Feng et al.,
2015)

Questions from real world users and answers with high quality com-
posed by professionals with deep domain knowledge collected from
the website Insurance Library 6

RR@10

Exact Value Match Chain of
Numeric
Reasoning (Con-
vFinQA) (Chen
et al., 2022)

Multi-turn conversational finance question answering data for explor-
ing the chain of numerical reasoning.

Accuracy

Summarization Long Documents Financial Text
Summarization
(EDT) (Zhou
et al., 2021)

303893 news articles ranging from March 2020 to May 2021 for
abstractive text summarization.

Rouge-L

Table 6: Finance benchmarks overview

Task Task Description Dataset Dataset Description Metric

Classification Japanese 6 classes MultiFin (Jør-
gensen et al.,
2023)

MultiFin is a financial dataset consisting of real-world article head-
lines covering 15 languages across different writing systems and
language families.

Weighted F1

Summarization Japanese Bank of Japan
Outlook
(Bank of Japan, 2024)

The Bank of Japan’s outlook for economic activity and prices at the
quarterly monetary policy meetings.

Japanese
Rouge-L

Translation English to Japanese Japanese
BLEU

Japanese to English BLEU

Table 7: Japanese finance benchmarks overview

Among such benchmarks, three popular bench-
mark scenarios are selected:

• MMLU(Hendrycks et al., 2020) is a bench-
mark for multi-choice QA task. There are 57
sub-categories and in this experiment, "high
school world history" is used as an example
of a common-sense QA data.

• IMDb(Maas et al., 2011) is a benchmark
for sentiment classification of movie reviews.
There are two classes (Positive or Negative).

• CNN-DM(See et al., 2017) is a benchmark
for news article summarization task, where
the news articles were obtained from CNN
and Daily Mail.

These benchmark scenarios are already available
as a part of HELM. The labels of those are all
manually created. These scenarios use text data
that are written in plain English.

Table 14, 15, and 5 show the performance of
the models on the above non-domain-specific data
(shown as "General"). The models are sorted in the
order of the parameter sizes. Also, the rankings of
the models in terms of each metric are compared
with the rankings of the models on scenarios of the
corresponding task categories in the finance and
legal domains (Tables 3 and 4).

Roughly speaking, there is a trend where the
larger models show higher performance, with some
exceptions, in the scenarios of non-domain-specific
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Task Task De-
scription

Dataset Dataset Description Metric

Classification 3 Classes Legal Sentiment Analy-
sis 2

Legal opinion categorised by sentiment Weighted F1

Multi-
classes

UNFAIR-ToS (Lippi
et al., 2019)

The UNFAIR-ToS dataset contains 50 Terms of Service (ToS) from online
platforms. The dataset has been annotated on the sentence-level with 8
types of unfair contractual terms, meaning terms (sentences) that poten-
tially violate user rights according to EU consumer law.

Weighted F1

2 Classes Legal Judgement Predic-
tion (Chalkidis et al.,
2019)

Legal judgment prediction is the task of automatically predicting the out-
come of a court case, given a text describing the case’s facts. This English
legal judgment prediction dataset contains cases from the European Court
of Human Rights.

Weighted F1

Question
Answering

Multi-
choice
QA

CaseHOLD (Zheng
et al., 2021)

The CaseHOLD dataset (Case Holdings On Legal Decisions) provides
53,000+ multiple choice questions with prompts from a judicial decision
and multiple potential holdings, one of which is correct, that could be
cited.

F1

Summarization Summarization
of US
Legisla-
tions

BillSum (Eidelman,
2019)

The BillSum dataset consists of three parts: US training bills, US test
bills and California test bills. The US bills were collected from the Gov-
info service provided by the United States Government Publishing Office
(GPO). For California, bills from the 2015-2016 session were scraped
directly from the legislature’s website; the summaries were written by their
Legislative Counsel.

Rouge-L

Contract
Summa-
rization

Legal Summariza-
tion (Manor and Li,
2019)

Legal text snippets paired with summaries written in plain English. The
summaries involve heavy abstraction, compression, and simplification.

Rouge-L

Table 8: Legal benchmarks overview

Task Task De-
scription

Dataset Dataset Description Metric

Classification 2 Classes Reddit Climate
Change 3

All the mentions of climate change on Reddit before Sep 1 2022. Weighted F1

2 Classes Wildfires and
Climate Change
Tweets 4

Tweets during the peach of the wildfire season in late summer and early
fall of 2020 from public and government agencies.

Weighted F1

Summarization Generating
Fact
Checking
Sum-
maries

SUMO Climate
Claims (Mishra et al.,
2020)

Climate claims from news or webs. Rouge-L

Table 9: Climate benchmarks overview

data. However, different rankings can be seen in
the cases of domain-specific datasets.

• Multi-choice QA: In the case of the legal
dataset, we observe a drop of the rank of llama-
3-1-8b-instruct. Note also that even llama-3-
1-70b-instruct is still the best, its advantage
shrinks. Both MMLU (general) and Case-
HOLD (legal) have similar format of ques-
tions and similar text length. In contrast,
the terminologies used in those scenarios are
largely different. In CaseHOLD, an expert-
level legal vocabularies and knowledge are
needed to answer the questions.

• Sentiment classification: There is a large drop
of the rank of flan-ul2 in both the finance and
legal datasets. This is because there is unique
terminology to express positive or negative sit-
uations (e.g., comparison of a financial result
to that of the last year), and hence one cannot
identify whether it is positive or not from the
polarity of the used words (e.g., like, good,
disappointing, etc.).

• Summarization: In the case of the legal
dataset, we observe that the ranks of flan-ul2
and llama-3-1-70b-instruct drop, while other
smaller models relatively work better. As we
can see in Table 8, the labels of this dataset
include heavy abstraction, compression, and
simplifications, which requires deeper under-
standing of domain-specific terms. The re-
sult of BillSum (legal) has a similar trend.
For the finance dataset, the rank drop of flan-
ul2 is suppressed, while llama-3-1-8b-instruct
rises to a position higher than llama-3-1-70b-
instruct. This behavior is somewhat excep-
tional in our benchmarks. The reason of this is
still unclear, but one should note that this task
is actually a title generation task. Its expected
output is much shorter than other summariza-
tion tasks.

In average, though some exceptions exist, there
is a tendency that the rank of flan-ul2 drops in
both finance and legal domains, and the ranks of
llama-3-1 series slightly drop in the legal domain.
Although it is difficult to explain these trends in
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Task Task De-
scription

Dataset Dataset Description Metric

Classification 3 Classes SPEC5G (Karim
et al., 2023)

SPEC5G is a dataset for the analysis of natural language specification of
5G Cellular network protocol specification. SPEC5G contains 3,547,587
sentences with 134M words, from 13094 cellular network specifications
and 13 online websites. It is designed for security-related text classification
and summarisation.

Weighted F1

Multi-
classes

CTI-to-MITRE with
NLP (Orbinato et al.,
2022)

This dataset contains samples of CTI (Cyber Threat Intelligence) data in
natural language, labeled with the corresponding adversarial techniques
from the MITRE ATT&CK framework.

F1

Multi-
classes

TRAM 5 The Threat Report ATT&CK Mapper dataset contain sentences from CTI
reports labeled with the ATT&CK techniques

Macro F1

2 Classes SecureNLP (Phandi
et al., 2018)

Semantic Extraction from CybersecUrity REports using Natural Language
Processing (SecureNLP), a dataset on annotated malware report.

Binary F1

2 Classes IoTSpotter (Jin et al.,
2022)

The IoTSpotter dataset is a collection of corpus and IoTSpotter identifica-
tion results related to Internet of Things (IoT) devices and their security
vulnerabilities.

Binary F1

Summarization Text to
Summary

SPEC5G (Karim
et al., 2023)

The same as above.This is the sub-dataset for summarization Rouge-L

Table 10: Cybersecurity benchmarks overview

Task Classification Summarization
Reddit Climate Change Wildfires and Climate

Change Tweets
SUMO Climate Claims

Metrics Weighted F1 Weighted F1 Rouge-L
N-shot Prompt 5-shot 5-shot 0-shot

phi-3-5-mini-instruct (3.8b) 0.470 0.796 0.190
mistral-7b-instruct-v0-3 0.457 0.761 0.210
llama-3-1-8b-instruct 0.448 0.746 0.225
llama-3-1-70b-instruct 0.418 0.736 0.235
granite-3-8b-instruct 0.461 0.784 0.216
flan-ul2 (20b) 0.560 0.747 0.258

Table 11: Climate benchmark evaluation results per task.

terms of the training data because the sources of
the training data are usually not disclosed in most
of the models, the reason of the above trends can
be attributed to the training data in some cases. In
the case of flan-ul2, the model uses the C4 corpus,
which is a filtered English dataset of the Common
Crawl, for pre-training(Tay et al., 2022)8. Since
the model is published earlier than other models,
it might be plausible that the training data for the
model was not as diverse as other recent models
to include finance and legal domain data. In the
case of granite model series, it is known that some
domain-specific datasets are intentionally included
(see Section 5.1). From Tables 14, 15, and 5, one
can observe that granite-3-1-8b-instruct keeps rela-
tively a stable rank throughout these domains.

To conclude, the ranking of the models can be
different in domain-specific scenarios from that
in non-domain-specific scenarios even if the tasks
are similar. It is not necessarily true that a larger
model is better than a smaller model in terms of
the parameter sizes. The reasons of those are that
there are unique vocabularies and expressions that
need to be understood to complete the task in those
domains, while domain-specific training data is not

8See also https://www.yitay.net/blog/flan-ul2-
20b

common to all the models in general.

A.5 Classification Methods for many-class
data

In our experiments, the model’s input token length
limit is usually around 1K to 8K. In the case of
multi-class classification, the definition of a class
tends to be highly domain-specific or task-specific.
Therefore, the definition of classes must be de-
scribed in a prompt. This roughly consumes CL
tokens where C is the number of classes and L is
the length of such a description of one class. In
addition, the in-context learning examples need to
cover all the classes at least once, to avoid the ig-
norance of minor classes. This will consume CQ
tokens, where Q is the length of a question. For
example, assuming that Q~50 tokens and L~50
tokens in the case of English classification task, 2K
tokens are required when there are C~20 classes.

Recent models support a larger input token
length limit such as 32K-128K tokens. There are
interesting discussions on-going, such as its effec-
tiveness in in-context learning(Li et al., 2024) and
the trade-off between its benefit and the increase of
the cost and latency(Bertsch et al., 2024). Evalu-
ation of many-class classification tasks with such
models is our future study. It is also possible that
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Task Classification Summarization
SPEC5G CTI-to-MITRE

with NLP
TRAM SecureNLP IoTSpotter SPEC5G Sum-

marization

Metrics Weighted F1 F1 Macro F1 Binary F1 Binary F1 Rouge-L
N-shot Prompt 5-shot 10-shot 20-shot 5-shot 14-shot 0-shot

phi-3-5-mini-instruct (3.8b) 0.527 0.801 0.532 0.328 0.814 0.179
mistral-7b-instruct-v0-3 0.517 0.798 0.532 0.283 0.812 0.187
llama-3-1-8b-instruct 0.521 0.844 0.417 0.301 0.915 0.165
llama-3-1-70b-instruct 0.564 0.896 0.708 0.287 0.928 0.188
granite-3-8b-instruct 0.483 0.848 0.608 0.339 0.817 0.306
flan-ul2 (20b) 0.077 0.764 0.349 0.369 0.869 0.331

Table 12: Cybersecurity benchmark evaluation results per task.

Task Classification Summarization Translation
MultiFin BoJ Outlook (Summarization) BoJ Outlook (E-to-J Translation) BoJ Outlook (J-to-E Translation)

Metric Weighted-F1 Japanese Rouge-L Japanese BLEU BLEU
N-shot Prompt 20-shot 0-shot 0-shot 0-shot

granite-8b-japanese 0.454 0.456 0.123 0.075
llama-3-elyza-jp-8b 0.436 0.398 0.110 0.053

Table 13: Japanese finance benchmark evaluation results per task.

users choose short input token length models due
to this trade-off.

In this section, two different LLM-based imple-
mentation methods of the classification task are
compared. One is the method proposed by (Pawar
et al., 2024), and the other one is the naive method
explained in Section 4.1. Pawar’s method adopts a
two-step approach, where in the first step, perplex-
ity and log-likelihood based features are retrieved
from an LLM by giving a prompt "X . This text
is about Kc" where X is an input text and Kc is a
key phrase associated with a specific class c, and
a separate classification model outputs the final la-
bel from the features using a conventional machine
learning model in the second step. Pawar’s method
has an advantage that it is not affected by the con-
text length limit of a model even when the number
of classes is large.

However, one side-effect of the method is the
increase of the latency that is proportional to the
number of classes. To evaluate this, the inference
times of these two methods are measured for var-
ious number of classes, which can be seen Fig-
ure 7. From this result, we can see that the infer-
ence time increases almost linearly to the number
of classes in the case of the method proposed by
(Pawar et al., 2024), while that of the naive method
increases weakly. The main factor of this differ-
ence is the length of the output. In the case of
the naive method, the output length is almost con-
stant (i.e., the length of a class label) regardless of
the number of classes. In the case of Pawar et al.,
the output length is proportional to the number of
classes because the computation of log-likelihood
or perplexity of generating the key phrases for a

class c must be iterated for all the classes. Since
an LLM generates output tokens one-by-one, the
inference time increases linearly to the number of
output tokens, while the input tokens can be pro-
cessed within one step as far as it is smaller than
the input context length limit.

As a conclusion, in the case of an LLM with a
short context length limit (e.g., 1k - 4k tokens), the
only solution for the many-class classification task
is the method by (Pawar et al., 2024). However,
this method is also not practical because usually
there is a latency requirement in a classification
task. Therefore, many-class (e.g., 100 classes) clas-
sification is still challenging for LLMs with short
context length. We expect that recent long context
length models (e.g., 32k - 128k tokens) or fine-
tuning of a model can mitigate this issue, but of
course there is a trade-off with the computational
cost.

The detail of the experiment are described as
follows. To implement the method proposed by
(Pawar et al., 2024), a question for the original
classification task is converted into a set of C sub-
questions in the pre-process, each of which can be
used to generate a log probability or a perplexity of
a specific class name. For each sub-question, the
number of in-context learning examples is fixed to
four, including both positive and negative cases. In
the case of the naive implementation, the number
of in-context learning examples is set to C.

The configuration of the experiment is as follows.
In this experiment, CTI-to-mitre dataset (Table 8)
is used. The dataset originally has 199 classes.
From this dataset, subsets whose samples belong to
top 10, 20, ..., 60 classes in terms of frequency are
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Earnings Call Transcripts (classification)

Classify the sentences into one of the 2 sentiment categories. Possible
labels: positive, negative.

{Sentence}
Label: [positive/negative]

News Headline (classification)

{Sentence}
Question: Is the passage above about {topic}?
Answer: [Yes/No]

Credit risk assessment (NER)

Extract named entities from the input sentence below. Also, classify
each of the extracted named entities into one of the following categories:
person, organization, location, and miscellaneous.

Input: {Sentence}
Task: Extract named entities.
Answer: [person name (person), organization name (organization), loca-
tion name (location), ...]

KPI-Edgar (NER)

Context: {Sentence}
Task: Extract key performance indicators (KPIs) and values from the
above text. Also, specify one of the following categories to each of the
extracted KPIs and values in brackets.
kpi: Key Performance Indicators expressible in numerical and monetary
value, cy: Current Year monetary value, py: Prior Year monetary value,
py1: Two Year Past Value.
Answer:[...]

FINER-139 (NER)

Passage: {Sentence}
Answer: [Numeric entities]

Opinion-based QA (FiQA) (QA)

Passage: {Passage}
Query: {Question}
Does the passage answer the query?
Answer: [Yes/No]

Sentiment Analysis (FiQA SA) (QA)

{sentence}
Question: what is the sentiment on {target}?
Answer: [negative/neutral/positive]

Insurance QA (QA)

Read the passage and query below, and identify whether the passage
answers the query. Use yes or no to respond.

Passage: {Passage}
Query: {Question}
Does the passage answer the query?
Answer: [Yes/No]

Chain of Numeric Reasoning (ConvFinQA) (QA).

Passage: Table:
{Table}
Text:
Questions: Question: {Question}? The answer is {Answer}
{Question}? The answer is {Answer}
{Question}? The answer is {Answer}
{Question}? The answer is
Answer:

Financial text summarization (EDT) (summarization)

Generate the title of the following article.

{text}
Title:

Figure 2: Prompts of English finance scenarios.

extracted, and the inference times for those subsets
are measured. The number of test samples is fixed
to 100 in all the cases. The model is llama-3-1-70b-
instruct, which is executed in a shared cloud server.
The inference time includes the computation time
of the inference by the LLM and the network com-
munication time to access the API of the model,
but does not include the pre-processing time and
post-processing time. The access to the model API
is parallelized using four threads.

A.6 Other NER Methods for LLMs

As explained in Section 4.2, a conventional NER
task is formalized as a sequence-to-sequence task
from natural language text to a BIO tag sequence,
which denotes the category of corresponding to-
kens (e.g., B_PERSON, I_LOCATION, O, etc.,
where the prefixes B, I, and O indicate the be-
ginning, internal, and outside of an entity name,
respectively). However, in our preliminary experi-
ments, this approach did not work well with LLMs.
This seems to be because BIO tags are unknown to
pre-trained LLMs.

In addition, Wu et al.(Wu et al., 2023) reports
that one needs 20 or more shots for in-context learn-
ing. This number of shots is larger than that of clas-
sification tasks. In the case of the naive seq-to-seq
method, few-shot examples consume many tokens
since the inputs and the tags in the labels are both
provided in a seq-to-seq manner.

Recently, several alternative approaches have
been proposed for LLM-based NER. These meth-
ods exploit the knowledge of a pre-trained LLM on
natural language phrases that appear in the inputs
as well as in the category labels. Such approach
helps improving the performance especially in low-
resource domains(Cui et al., 2021).

The template-based method(Cui et al., 2021) is
originally proposed for the encoder-decoder archi-
tecture, but can be applied to the decoder-only ar-
chitecture. In this method, the task is formalized
as a translation from the input text to another text
which is generated from a template such as "X is
a Y entity", where X is a candidate of an named
entity in the input text and Y is a category of an
entity. In the inference phase, one measures the log
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Legal Sentiment Analysis (classification)

Classify the sentences into one of the 3 sentiment categories. Possible
labels: positive, neutral, negative.

{Sentence}
Label: [positive/neutral/negative]

UNFAIR-ToS (classification)

In this task, you are given a sentence from a Terms of Service (ToS)
document from online platforms. Predict the types of unfair contractual
terms out of the following: 0: Limitation of liability, 1: Unilateral
termination, 2: Unilateral change, 3: Content removal, 4: Contract by
using, 5: Choice of law, 6: Jurisdiction, 7: Arbitration. If there is no
label reply n/a, if there are multiple labels specify all of them separated
by a comma.

Passage: {passage}

Answer: [answer0,answer1,...]

Legal judgement prediction (classification)

Is the following case a violation of human rights?

Case: Human rights have not been violated.
Answer: No

Case: Human rights have been violated.
Answer: Yes.

Case: {Text}
Answer: [Yes/No]

Case-HOLD (QA)

Give a letter answer among A, B, C, D, or E.

Passage: {text}
Answer: [A/B/C/D/E]

BillSum (summarization)

BillSum is a dataset for summarization of US Congressional and Cali-
fornia state bills. Write the summary of the above article in 300 words.

Article: {Text}
Summary:

Legal summarization (summarization)

Text: {Text}
Write the summary of the text article in 100 words.
Summary: [Summary]

Figure 3: Prompts of legal scenarios.

Redit climate change dataset (classification)

Passage: {text}
Question: The above sentence is from a collection of comments related
to climate change. Classify the comments into one of the 3 sentiment
categories.
Possible labels:

positive
neutral
negative

Answer: [negative/neutral/positive]

Wildfires and climate change Tweets (classification)

Passage: {text}.
Question: Classify the tweets into one of the 3 sentiment categories.
Possible labels:

positive
neutral
negative

Answer: [negative/neutral/positive]

SUMO climate claims (summarization)

Generate the title of the following article.

{text}
Title:

Figure 4: Prompts of climate scenarios

probability of generating a specific instance of the
template text (e.g., "Bangkok is a location entity")
from the model and determines whether the named
entity and its category. Therefore, the length of the
label is usually shorter than the input text, while
it requires multiple inferences to exhaust all the
named entity candidates.

Another approach is the use of an augmented
natural language(Paolini et al., 2021). This method
formalizes NER as a translation from input text
to the same text with annotations inserted. The
annotation specifies the range of an named entity
as well as its category. In this case, the output text
is longer than the input text.

A simplified approach is proposed, where named
entities are extracted from the input text(Wu et al.,

2023). In this method, a model is instructed to
report only named entities and the categories of
those (e.g., New York (location), etc.). Thus, the
length of the output and label is usually shorter
than the input.

These methods are compared with the naive
method in Table 16. In the table, "Position" col-
umn indicates the capability of retrieving positional
information of the detected entities. "Input token
consumption" is identified from the label length
of in-context learning. "Latency / cost" is related
to the output length. "Accuracy" is related to the
exploitation of knowledge of a pre-trained LLM.
The evaluation is relative to the case of the naive
seq-to-seq method.

In this paper, the extraction-based method is cho-
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SPEC5G (classification)

Categorize the following sentence into 3 classes. Possible labels: 1.
Non-Security 2. Security 3. Undefined.

Sentence: {Text}
Label: [Output]

CTI-to-MITRE with NLP (classification)

Answer the possible security attacks in each of the following situations
from each of the options below.

Situation: {description}
A. {attack_category_name_1}
B. {attack_category_name_2}
...
Y. {attack_category_name_(k-1)}
Z. Others
Answer: [correct_answer]

TRAM (classification)

Passage: {passage}
Question: Is the passage above about {class}?
Answer:[yes/no]

SecureNLP (classification)

Passage: {passage}
Question: Is the passage above critically relevant to malware?
Answer:[yes/no]

IoTSpotter (classification)

Read the given passage below and identify whether the passage is a
description of an IoT mobile app. Answer in yes or no. Note that an IoT
mobile app is a mobile app that is used for managing and controlling
IoT devices such as smart appliances.

Passage: {passage}
Question: Is the passage above a description of an IoT mobile app?
Answer:[yes/no]

SPEC5G (summarization)

Text: {Text}
Write the summary of the above text.
Summary:

Figure 5: Prompts for cybersecurity scenarios.

Scenario MMLU CaseHOLD
Domain General Legal
N-shot Prompt 5-shot -
Metrics accuracy rank rank (diff.)

phi-3-5-mini-instruct (3.8b) 0.775 4 4 (0)
mistral-7b-instruct-v0-3 0.742 5.5 6 (+0.5)
granite-3-8b-instruct 0.854 3 2 (-1)
llama-3-1-8b-instruct 0.865 2 5 (+3)
flan-ul2 (20b) 0.742 5.5 3 (-2.5)
llama-3-1-70b-instruct 0.944 1 1 (0)

Table 14: Comparison with non-domain-specific data: Multi-choice QA task. For MMLU, the sub-category is high
school world history and the number of test samples is 89.

sen so that both short-context models and long-
context models can be compared in a same bench-
mark. See Table 2 for the context length limit of
each model. Additional simplifications are: (i)
In some scenarios, the number of categories is re-
duced, due to a similar reason with the case of
classification tasks (Appendix A.5). (ii) Questions
without any labeled named entity are removed,
which is similar to (Wu et al., 2023).

A.7 Details of additional metrics

In ConvFinQA, the answers are floating point num-
bers. A regular expression is used to match the
floating-point numbers.

In Japanese scenarios, a language-specific tok-
enizer is introduced to compute the metrics (Sec-
tion 4.5). Japanese BLEU (for English-to-Japanese
translation) and BLEU (for Japanese-to-English
translation) are implemented with the sacreBLEU
library (Post, 2018) using ja-mecab9 and the default
(13a) tokenizers, respectively. Japanese Rouge-L
is implemented with the same ja-mecab tokenizer

9https://taku910.github.io/mecab/

and used for the summarization task.
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Figure 6: Prompts for Japanese finance scenarios. Each scenario has the following prompts. P1: This is a standard
prompt without a system prompt. P2: The system prompt for granite-8b-japanese. P3: The system prompt
for japanese-llama-2-7b-instruct and llama-3-elyza-jp-8b. ⋆G and ⋆K indicate the best prompts for granite-8b-
japanese and llama-3-elyza-jp-8b, respectively.
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Scenario IMDB FiQA-SA Legal Sentiment Analysis
Domain General Finance Legal
N-shot Prompt N-shot - -
Metrics accuracy rank rank (diff.) rank (diff.)

phi-3-5-mini-instruct (3.8b) 0.935 4 5 (+1) 6 (+2)
mistral-7b-instruct-v0-3 0.950 3 3 (0) 1 (-2)
granite-3-8b-instruct 0.960 2 1 (-1) 2 (0)
llama-3-1-8b-instruct 0.920 5.5 4 (-1.5) 4 (-1.5)
flan-ul2 (20b) 0.975 1 6 (+5) 5 (+4)
llama-3-1-70b-instruct 0.920 5.5 2 (-3.5) 3 (-2.5)

Table 15: Comparison with non-domain-specific data: Sentiment classification task. The number of test samples in
IMDB is 200.

Method Position Input token consumption Latency / cost Accuracy

BIO tag seq. (naive) Yes High High Low
Template-based(Cui et al., 2021) No Low High High
Augmented NL(Paolini et al., 2021) Yes High High High
Extraction-based (Wu et al., 2023) No Low Low High

Table 16: Comparison of various NER methods for LLMs.

Figure 7: Dependence of the inference time of CTI-
to-MITRE scenario (classification) to the number of
classes.
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