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Abstract

E-commerce live streaming in China, particu-
larly on platforms like Douyin, has become a
major sales channel, but hosts often use morphs
to evade scrutiny and engage in false advertis-
ing. This study introduces the Live Auditory
Morph Resolution (Live AMR) task to detect
such violations. Unlike previous morph re-
search focused on text-based evasion in social
media and underground industries, LiveAMR
targets pronunciation-based evasion in health
and medical live streams. We constructed the
first LiveAMR dataset with 86,790 samples and
developed a method to transform the task into
a text-to-text generation problem. By leverag-
ing large language models (LLMs) to generate
additional training data, we improved perfor-
mance and demonstrated that morph resolution
significantly enhances live streaming regula-
tion.

1 Introduction

E-commerce live streaming has become an im-
mensely popular and influential sales channel in
China. For example, one short video platform
Douyin hosted over 9 million live broadcasts each
month, selling more than 10 billion items through
there sessions (Center, 2022). To increase sales
and attract customers, hosts engage in practices
such as using morphs to evade scrutiny and con-
ducting false advertising. As shown in the Figure
1, morphs are used in promotional language that
suggests the product has medicinal effects in or-
der to evade scrutiny. Detecting violations during
the live commerce process is crucial for protecting
consumer rights and promoting industry standard-
ization (Xiao, 2024; Xu, 2024).

To detect violations in live commerce, resolv-
ing morphs used in the live content is intuitively
important. Previous morph research has primarily
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This product is anti-glycemic, so diabetic patients can buy it with confidence and they don’t have to go to the pharmacy anymore.
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Figure 1: Example of morph used in the live streaming
scenarios

focused on social media commentary and under-
ground industries (Sha et al., 2017; You et al., 2018;
Wang et al., 2024). There are two main differences
between their research and this paper.

(1) Different purposes for morphing: Their fo-
cus is on making the written text appear different
to evade keyword recognition (You et al., 2018;
Wang et al., 2024), whereas the live streaming field
focuses on differences in pronunciation to evade
voice censorship. For example, in visual scenar-
ios, characters with a left-right structure are often
split into two words, such as “BH” (hii)->“7 A (gii
yite). In the live streaming field, a very common sit-
uation is inserting some meaningless words , like
2 (mou, some) or “fT 4. (shén meé, what) can
help maintain the rhythm of speech without inter-
fering with the listener’s understanding of the infor-
mation, such as “TF/K"(shdu shi, surgery)->*TFHt
K> (shou mou shi, surgery)".

(2) Different subjects of interest: Social media
commentary focuses on current affairs and politics
(You et al., 2018), and underground industries focus
on illegal gambling and the sex industry (Wang
et al., 2024), while our study focuses on the health
and medical industry.

In this paper, we focus on auditory-based morph
resolution task in live screaming scenarios, denoted
as LiveAMR task. Voice censorship is first pro-
cessed using automatic speech recognition (ASR)
technology (Wang et al., 2023a), which converts
speech into text. By observation, we can find that
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the LiveAMR task is similar to the grammar cor-
rection task (Kobayashi et al., 2024). In this way,
we can train a text generation model to convert the
input text with morph words into normal text. This
study produces two main contributions toward the
development and evaluation of LiveAMR methods.
Our contributions are listed below:

(1) To the best of our knowledge, there is no
existing work on LiveAMR. We constructed a
LiveAMR dataset containing 86,790 samples, in-
cluding 2,688 different morphs. In live streaming
scenarios, considering the noise in the live envi-
ronment and the variations in presenters’ expres-
sions, the results of different ASR systems vary
greatly. We re-annotated the second test set, se-
lecting different live streaming rooms and different
ASR methods which includes 400 positive and 400
negative samples. This approach allows us to com-
prehensively assess the model’s performance and
adaptability under different conditions.

(2) We transform LiveAMR task into a type of
text-to-text generation task. By training the T5
model using the constructed morph dataset, we
achieved F1 scores of 94% and 82% on Test Set
1 and Test Set 2, surpassing the performance of
other models respectively. Considering the effi-
ciency of manual annotation is relatively low, we
propose an innovative solution that leverages large
language modeling to generate LiveAMR exam-
ples, thereby improving the scale of LiveAMR
training set. Experimental results show that in-
corporating the dataset generated by LLM into the
training process also improved the performance of
LiveAMR methods. Additionally, we investigated
the peformance of morph resolution in detecting
violations. We also verify that morph resolution
can significantly improve the model’s accuracy in
the live streaming regulation. The dataset and code
is available at github !.

2 Related Work

There has been extensive research on morph resolu-
tion across different language backgrounds includ-
ing English (Ji and Knight, 2018; Li et al., 2022;
Wang et al., 2023b; Qiang et al., 2023c¢), and Chi-
nese (Huang et al., 2017, 2019; Qiang et al., 2023a),
etc. In this paper, we only focus on morph resolu-
tion in Chinese. Because Chinese is a pictographic
language, methods for identifying morph words
in other languages cannot be applied to Chinese.

Thttps://github.com/loopback00/LiveAMR

Existing research on Chinese morphs primarily fo-
cuses on social media and underground industries.

Initially, it was considered a filtering problem,
with researchers using statistical and rule-based
matching methods to identify problematic text
(Wang et al., 2013; Choudhury et al., 2007; Qiang
et al., 2023b; Yoon et al., 2010). Subsequently, Sha
et al. (Sha et al., 2017) proposed incorporating
radicals into Chinese characters to enhance their
features and improve morphs resolution. You et
al.(You et al., 2018) further extracted actual con-
textual information and enhanced embedded rep-
resentations by integrating transformed mentions
or target candidates with their relevant context into
an AutoEncoder. Recently, addressing the charac-
teristics of morph words in underground industries,
Wang et al.(Wang et al., 2024) introduced a morph
parsing algorithm based on machine translation
models.

However, existing research on morphs mainly
focuses on social media and underground indus-
tries, with studies on morph resolution in the emerg-
ing context of live streaming still being relatively
scarce.

3 Task Definition

In the research context of this paper, 'morph’ refers
to the process where live streamers avoid plat-
form censorship by replacing sensitive or restric-
tive words during product promotion, while en-
suring that the audience can easily understand the
original meaning conveyed by the transformation.
Here, we formally define the auditory-based morph
resolution task in live screaming scenarios as the
LiveAMR task. By analyzing thousands of videos,
the main types of transformations can be catego-
rized into three major types (transformation, homo-
phones, and synonyms), as shown in Table 1.
Suppose one example is "FH ] — L</|N b
NS —HERT U E M, WAH A<
> T - " (Some diabetes patients can safely
drink without needing to consult a doctor.) with
two morphs “/N¥E N (sugar doll)->“¥E K7 &
> (diabetic) and “H #8(people with white)-
>“[&4(doctor). The correct output by Live AMR
method should be “FE{IT—LE<¥f/KIF B & >H 2
—RERT LA R, AR ER<EEST - 7.

4 Dataset Construct

In this section, we describe the whole process of
constructing a LiveAMR dataset.
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Type

Characteristic

Examples

Transformation

Insert meaningless characters into words, or change the structure
while keeping the sound similar to the original words.

HEEFLBE: EEBE (hospital)
mou yi mou yuan:yi yuan
A 2 BEAEBE (spot removal)
qu shén me ban:qi ban

/IN[E] N [F] 8 (problem)
xido wen xido ti:wen ti

Homophone

Use symbols to replace Chinese characters

KPE:HUPE (anti glycemic)
k tang: kang tdng
kZZ:$1Z (anti aging)

k ldo: kang ldo

Synonyms word

Use words that are highly related or synonymous with the target

EpNZ:HEES

(people in white:doctor)
DR R

(windows to the soul:eyes)

Table 1: The three types of transformations in LiveAMR. For the two types of morphs, transformation and
homophone, we have additionally annotated their pinyin below them.

Data Collection: We crawled videos from four
domains in Douyin website 2: health supplements,
pharmaceuticals, medical devices, and cosmetics.
These areas are chosen due to their unique risks and
challenges in live streaming. As products aimed at
improving health, they have a large market size and
diverse categories. However, due to their specific
nature, consumers often face significant informa-
tion asymmetry regarding their efficacy and safety.
This asymmetry creates opportunities for false ad-
vertising and misleading marketing, particularly in
the highly interactive and instant-feedback environ-
ment of live streaming (Auronen, 2003).

From the four domains, we carefully selected
25 live streaming channels as data sources. These
channels are well-known on the platform and have
high sales, ensuring they are representative. We
crawled a total of 7,812 live video clips, each lim-
ited to 60 seconds. This duration ensures sufficient
information capture while reducing data processing
complexity to some extent, providing rich material
for subsequent data annotation.

ASR Process: We first need to convert the audio
information into text format. We tested the tran-
scription performance of mainstream ASR tools
in this scenario, with FunASR (Gao et al., 2023)
achieving the best recognition results, followed by
Kaldi (Ravanelli et al., 2019) and Whisper (Rad-
ford et al., 2023). We employed this FunASR to
perform ASR, converting the spoken content in the
crawled videos into text for subsequent morph an-
notation. A total of 86,750 speech statements were
transcribed.

This process of converting video to text not only

Zhttps://www.douyin.com/

adds a new modality to the research but also makes
the form of morphs more flexible and varied. In the
video context, morph words themselves are very
difficult to distinguish by ASR. Additionally, other
factors such as the host’s colloquial expressions,
fast speaking pace, and background noise can lead
to inaccuracies in ASR recognition results, result-
ing in a more diverse range of extracted morph
forms.

Label Suggestions via LLLMs: Recently, LLMs
have been widely used for data annotation (Zhang
et al., 2023). Despite the challenges posed by the
presence of grammatical morphs in the annotation
of morphs, LLMs with their powerful contextual
learning capabilities, can still identify some stan-
dard morphs and provide the correct original terms.
Therefore, we provided the annotation suggestions
from the LLMs to human annotators as a refer-
ence, assisting them in the annotation process to
enhance both efficiency and accuracy. Whether
some morphs recommended by the LLMs actually
exist in the original document, annotators can more
quickly locate the variant words. To specifically il-
lustrate the performance of LLMs in LiveAMR
task, we selected three representative LLMs as
baselines to comparison.

Human Annotation: In order to make it eas-
ier for annotators to label, we created a website
for annotation. We provided corresponding videos
and LLM annotation suggestions as auxiliary infor-
mation, with video support being essential. When
we attempted annotation without referencing the
videos, annotators reported that many words could
not be clearly understood. We recruited three in-
terns with bachelor’s degrees with annotation expe-
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rience and an understanding of morph characteris-
tics as annotators.

The unique research scenarios required anno-
tators to process multiple modalities of informa-
tion, enhancing the quality and accuracy of the
annotations. Prior to formal annotation, detailed
training was provided, including explanations of
guidelines and procedures, along with trial anno-
tations to ensure understanding and adherence to
the tasks. Each annotator needs to undergo train-
ing before starting their annotation work, and they
can only begin once they have passed the training.
As a result, the annotation process yielded 6,853
positive sentences containing morphs and 90,137
negative sentences without morphs.

Data Filtering: Despite manually annotating
morph words, we found that a small number of
variant words were still not annotated. Therefore,
we further adopted a process of human-machine
collaboration for secondary annotation to achieve
the goal of constructing a high-quality dataset.

First, we use the corpus manually annotated in
the previous step to build a morph resolution model,
employing both rule-based method and pre-trained
language model based method. Second, we auto-
matically annotate the manually annotated corpus
from the previous step using the trained method.
Third, we manually verify the correctness of the
machine’s automatic annotation results, retaining
correct annotations and discarding incorrect ones.
Finally, the morphs corresponding to each original
document are the combination of the results from
the previous manual annotation and this step of
collaborative annotation.

(1) Rule-based method: Using the corpus man-
ually annotated in the previous step, we constructed
a morph dictionary D whic contains 430 original
words and their corresponding 2,688 morphs. Each
entry in the dictionary contains one original word
along with their multiple morph words, where the
relationship between original word and morphs is
one-to-many.

During the annotated process automatically, we
search each instance of the manually annotated cor-
pus to find the morphs in the dictionary. If a match
is found, this instance and the identified morph
word will undergo further manual verification

(2) Pre-trained language model based method:
Using the manually annotated corpus, we fine-
tuned the pre-trained language model Mengzi-T5
(Zhang et al., 2021). The details of the method is
shown in section 5.1. During the annotated pro-

cess automatically, each instance is input into the
fine-tuned model, and the model’s input and output
were compared. If the input and output differed,
it indicated that there might be omitted morph in
the sample. These samples were further examined,
and upon confirmation, they were appropriately
annotated.

Positive&Negative | Morph Num
Train 6,236/76,554 7,301
Valid 800/800 1,025
Test1 800/800 1,081
Test2 4007400 548

Table 2: The statistics of the constructed Chinese morph
dataset.

Data Analysis: Since the dataset construction is
highly dependent on ASR outputs, the same speech
input may produce different ASR results when pro-
cessed by different ASR models. For example, the
morph form “H 5[ (bdi mou zhang) for “HMH
&7 (bdi néi zhang, cataract) could be transcribed
as “H BB (bdi mii zhang), “H 55K (bdi mou
zhang), “H 5 (bdi mou zhang) by different
ASR models.

To conduct a more comprehensive evaluation,
We re-annotated the second test set (denoted Test2),
selecting both different live streaming rooms and
different ASR method. The Test2 includes 400
positive and negative instances.

Following the above process, we constructed a
high-quality and comprehensive morph dataset, as
shown in Table 2. Dataset consists of 8,236 positive
samples and 78,554 negative samples. The dataset
includes a total of 431 original words and their
corresponding 2,688 morphs forms, in which each
word has nearly 7 morph words on average.

5 Methods

LiveAMR method: Existing morph resolution
methods generally use non-autoregressive language
model MacBERT, a corrective masked language
model pre-training task was added to the BERT
model (Wang et al., 2024). In the LiveAMR task,
since the length of the variant words does not equal
the length of the original word, we will use a text-
to-text pre-trained model as a backbone, such as
BART (Lewis, 2019) and Mengzi-T5 (Zhang et al.,
2021). Below are the steps involved in this process.

The created dataset consists of source-target
pairs (X and Y'), where: X is the input text ( live
stream transcript), Y is the desired output text (the
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normal text without morph words). The goal of the
model is to learn a mapping from X to Y.

The pre-trained model M is a transformer-based
sequence-to-sequence architecture, which is typi-
cally structured as: (1) Encoder: Takes the input
sequence X and encodes it into hidden states; (2)
Decoder: Takes the encoder’s hidden states and
generates the target sequence Y.

During training, the model aims to minimize the
loss, which is typically the Cross-Entropy Loss
for text generation tasks. The formula for Cross-
Entropy Loss is:

T V

L==3" Givlogp(yislX)

i=1 v=1

where T' is the length of the target sequence, V'
is the size of the vocabulary, g; , is a one-hot en-
coding of the true token at position ¢ in the target
sequence, and p(y; ,|X) is the predicted probabil-
ity of token y; at position ¢ given the input X.

During training, the model minimizes the loss
function £ with respect to the model parameters 6
over multiple iterations (epochs):

0* = arg m@in E[L(X,Y;0)]

Where E denotes the expectation over the training
data, £(X,Y; ) is the loss function dependent on
the input X, the target Y, and the model parameters
6.

After fine-tuning, the model generates new out-
puts for unseen inputs. This is done by feeding
the input Xj,py through the model to obtain the
predicted sequence Ypreq:

Yi)red — M(Xinput)

Where Y)q is the generated sequence, which can
be decoded back into text.

Data Augmentation via LLMs: Some studies
suggest that LLMs can be used to generate training
datasets (Ding et al., 2023). Although manual an-
notation can yield morph data from the real world,
it comes at a high cost and may contain some re-
dundancy, limiting the scale and diversity of the
dataset. Therefore, we aim to leverage LLMs to
generate more morph data to supplement manually
annotated data and enhance the model’s generaliza-
tion ability.

However, given the complexity of morph forms
and the limitations of LLMs in understanding them,

we did not directly ask the LLMs to generate sen-
tences containing morphs. To this end, we propose
a more reliable construction strategy that combines
the annotated morphs lexicon with LLM capabili-
ties. The specific steps are as follows:

(1) We randomly select a positive example from
the training set and extract the corresponding
morph words W.S. There may be one or more
morph words.

(2) Based on the morph dictionary D, we obtain
the original word WO for W S.

(3) We had the LLM simulate a live commerce
scenario to generate 5 different sentences contain-
ing WO.

(4) According to the morph dictionary D, we
replace the original word W O with different morph
words to construct a set of sentences containing
different morph words.

Through this approach, we constructed a manu-
ally created morph dataset containing 11,280 posi-
tive samples and 2,155 negative samples. Addition-
ally, each positive sample generated by the LLM
averages 2.87 morphs. This data effectively supple-
ments the manually annotated data, increasing the
scale and diversity of the model’s training data. In
Table 6, show some specific examples.

6 Experiment

6.1 Experimental Setup

Metrics. We expect the model to modify only the
morphs in the target sentences without altering any
other parts. A strict sentence-level assessment is
applied: a positive sample is considered success-
fully predicted only when all morphs are correctly
restored. For negative samples, a negative sample
is deemed successfully predicted only if the model
makes no modifications at all.

Baselines. The following models were selected
as the baseline for comparison:

(1)LLMs: To explore the morphs resolution ca-
pabilities of LLMs, we chose three representative
models in the field of Chinese language understand-
ing: GPT-3.5-turbo 3, Deepseek -V2*, and GLM4-
Plus’. We manually selected 8 examples from the
training set, including 6 positive samples and 2 neg-
ative samples, to be added as context to the prompt.
The temperature was uniformly set to 0.7.

3https://openai.com/
*https://platform.deepseek.com/
>https://chatglm.cn/
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Test1 Test2

Method Acc Pre Recall F1 Acc Pre Recall F1
GPT 0.405 0.421 0.320 0.364 0.496 0.494 0.441 0.466
Deepseek 0.605 0.660 0.529 0.587 0.677 0.667 0.626 0.646
GLM 0.451 0.484 0.515 0.499 0.532 0.525 0.649 0.580

" Kenlm | 0583 = 0.607 0372 0537 | 0516 0515 0513 0514
Seq2Edit 0.651 0.968 0.361 0.526 0.702 0.987 0.408 0.588
Convseq2seq 0.740 0.978 0.527 0.685 0.687 0.898 0.421 0.573
BART 0.708 0.701 0.767 0.738 0.656 0.670 0.611 0.639

TS T 0.893 ~ 0989 0801 088 | 0760 0968 0536  0.690
+Aug 0.928 0.937 0.927 0.932 0.863 0.929 0.787 0.852

Table 3: The results of different methods, where “+Aug” indicates fine-tuned the model using data augmentation via

LLM.

(2)Seq2seq Model: We selected two Seq2seq
models Convseq2seq (Gehring et al., 2017) and
BART (Lewis, 2019) as backbone, and fine-tune
the model on the constructed training datset.

(3)Others: To better illustrate that seq2seq is
more suitable for the morph resolution task, we
chose to analyze the statistical language model
Kenlm (Heafield, 2011) and BERT-based model
Seq2Edit (Omelianchuk et al., 2020).

(4) Our method: It is based on TS5 (mengzi-T5
(Zhang et al., 2021)). This model adopts the T5
training paradigm and has been retrained on large-
scale Chinese corpora.

6.2 Implementation Details

It is based on TS5 (mengzi-T5 (Zhang et al., 2021)).
The Mengzi TS5 model includes an encoder and de-
coder, where each consisting of 12 layers of Trans-
former layers. This model adopts the T5 training
paradigm and has been retrained on large-scale
Chinese corpora.

During the training process, the maximum length
of the input sequence is set to 128, and the initial
learning rate is set to 1le-4. We train the model for
20 epochs on a 24GB Nvidia 3090Ti GPU with the
batch size set to 32. We use the AdamW optimizer,
and the model employs a cosine annealing learning
rate schedule.

6.3 Experimental Results

The experimental results, presented in Table 3, re-
veal that character-level correction methods like
Seq2Edit and the statistical language model Kenlm
are inadequate for addressing morphs in live
streaming scenarios. In contrast, Seq2seq mod-
els (Convseq2seq, BART, and T5) perform better
at managing inconsistencies in output length. No-
tably, the TS model achieved the highest F1 score
across both test sets, demonstrating its effective-

ness for this task.

For TS5 method, the results via data augmenta-
tion improved the F1 scores of T5 model by 4.95%
on Testl; on Test2, the improvements was 23.47%.
Our method shows stable performance across dif-
ferent test sets due to its contextual learning capa-
bilities. On Testl, its performance is slightly lower
than the baseline model, likely because the baseline
excels with data similar to the training set. How-
ever, on Test2, which uses data from a different
ASR model, the LLM’s performance matches that
of fine-tuned Seq2seq models, demonstrating its
generalization ability with varied data distributions.

6.4 Usefulness of Morph Resolution

To investigate the role of morph resolution in de-
tecting violations in e-commerce live streaming
scenarios, we conducted a simple usability experi-
ment.

Setup. We selected 4,641 live streaming clips
for ASR processing and annotated the transcription
results for each clip. After thorough consultation
with market regulators, we have categorized the
identification of violations in live-streaming sales
videos into three types: compliance, suspected vi-
olation, and serious violation. Specifically, the
"compliance" category refers to content that fully
adheres to relevant regulations and platform rules,
without any violation. The "suspected violation"
category covers content that may potentially in-
volve violation behaviors but requires further verifi-
cation, such as suspected acts of inducing irrational
consumption. The "serious violation" category per-
tains to actions that are explicitly prohibited by the
platform or regulations, such as promoting health-
care products as drugs.

We annotated a total of 4,447 instances including
2,430 compliances, 1,305 suspected violations, and
712 serious violations. We divided them into a
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Table 4: Statistical information on dataset.

Class Number
Compliance 2,250

Training set Suspected violation 557
Serious Violation 1,150
Compliance 130

Validation Set | Suspected violation 130
Serious Violation 130
Compliance 50

Test set Suspected violation 25
Serious Violation 25

training set, a validation set, and test set. The test
set includes 100 samples, and the validation set
contains 390 samples. The statistical information
of the constructed CLiveSVD dataset is presented
in Table 4.

Method | Cat. | Acc  Pre Recall Fl1
0 0.81 0917 0.88 0.89
Defalut | 1 081 077 068 0.72
2 091 066 0.80 0.72
0 090 096 096 0.96
Morph | 1 090 0.77 084 0.80
2 090 091 0.84 0.87

Table 5: Comparison of experimental results. "Default"
indicates that the ASR results of the video are not pro-
cessed. "Morph" refers to the processing of the ASR
results for morph resolution. "0" represents compliant
categories, "1" indicates suspected violation categories,
and "2" denotes serious violation categories.

Implements. It is important to note that in the
default method, neither the training set nor the test
set undergoes any changes, while in the compari-
son method, both the training set and the test set are
processed with morph resolution. The BERT (Ken-
ton and Toutanova, 2019) model was fine-tuned for
classification task.

Results. As shown in Table 5, after resolution
morphs in the original ASR results, the F1 scores
for the compliant, suspected violation, and serious
violation categories increased by approximately
6.91%, 11.76%, and 20.36%, respectively, com-
pared to the unprocessed results. This demonstrates
that morph resolution can significantly improve the
model’s accuracy in detecting v.

6.5 Ablation Study

We explored the impact of data augmentation quan-
tity on model performance. As shown in Section 5,

0.90 1
0.85

Recall Score

—8— Testl
0.55 —8— Test2

T T T T T T T
] 1 2 3 4 5 6
generate sentences averge morph

Figure 2: Performance with different number of training
samples.

we controlled the data augmentation by setting the
number of sentences generated for each original
word. The sentence counts were set to 1, 2, 3, 4,
5, and 6, resulting in data volumes of 2,693, 5,373,
8,058, 10,744, 14,405, and 16,116, respectively.

In Figure 2, the experimental results show that
data augmentation has a significant positive impact
on model performance. At the same time, when the
variable is set to 5, the number of augmented sam-
ples reaches 14,405, and the model’s performance
tends to stabilize.

7 Conclusion

This study introduces the task of morph resolu-
tion in live streaming scenarios, termed Live AMR.
A LiveAMR dataset was created through human-
LLM collaboration, comprising 7,836 positive and
91,119 negative samples. The study analyzed task
characteristics and utilized a text-to-text model ar-
chitecture for morph resolution. Given the imprac-
ticality of manually constructing large-scale train-
ing corpora, an efficient data augmentation method
based on LLMs was proposed, leveraging exist-
ing annotated data. Experimental results show that
this augmentation method enhances model perfor-
mance compared to baselines. The findings also
indicate that morph resolution can contribute posi-
tively to streaming regulation.

Limitations

We only annotated the live streaming domain where
morphs are frequently used to evade censorship,
without covering all topics in the live streaming
field. Additionally, we validated the effectiveness
of our proposed data augmentation method on only
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three models. In the future, we plan to expand
this dataset and continue exploring the linguistic
phenomenon of morphs.

Ethics Statement

All data was collected from publicly available
sources on the Douyin platform, ensuring no vi-
olation of privacy or data protection laws. Our aim
is to address false advertising in health and medical
live streams, contributing to consumer protection
and industry standardization. Furthermore, this
work serves the dual purposes of addressing moral
concerns and navigating political censorship.

Human annotation was conducted by trained an-
notators who followed ethical guidelines, and we
used large language models to enhance annotation
accuracy. No personal or sensitive information was
used, and all data was anonymized to prevent mis-
use.

Our findings support the development of tools
to combat deceptive practices in e-commerce live
streaming, ultimately benefiting consumers. The
dataset and code will be made publicly available
following ethical guidelines to encourage further
research.
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A The annotation Website

We have built a website based on Vue+FastAPI for
annotators’ labeling work, as shown in Figure 3.
Due to the unique nature of the research scenarios,
the annotators needed to process multiple modal-
ities of information, which enhanced the quality
and accuracy of the annotation results. At the same
time, this is a time-consuming task, and we extend
our sincerest gratitude to the annotators for their
efforts.

B Prompt templates in this paper

ChatGPT-Generate Sentences. The prompting
template of ChatGPT-Generate sentences include
targets words is shown in Figure 4.

C More Examples

Here, we randomly some samples from morph
dataset in Table 6.
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Method | Sentence

Real | WPTRKTAKHA -

immunity and often catch colds from others.

FERRE /N EE T 2 BB, SA?

AN —SHEER=T—1T/UK, -

?K(miv, rice) TL(yudn, yuan)

BCH G = Hik = E AL EZL T, Fli] 8 CEENB TR,

Our link number one is 318 yuan, for two barrels.

SEEEMNER, &

The BC combination in option three significantly impacts children. Older adults have particularly weak

GHRL (micin mou li: Free of certain pills): 5058 1 (micn yi li, immunity)
PRI FK B Rk (@ gia a gii,Aqiu Aqiu):JB&'E (gdn mao,catarrh)

You all know what the little blue hat means, right? 5
/INUEE (xicio ldn mao,small blue hat):PREEE SFRE (bdo jian shi pin bidao zhi,Health Supplement Approval

LLM

K(mi, rice)fn(yudn,yuan)

body effects, making pregnancy easier.

IEMEADUR B TOMUE (R,

emphasize.

B E SRS AT &, SR TN ERERAIIE,
Want to improve your balance? Try our new product, order today for a special discount of 50 yuan off!
IS (gdii mou shan, improvement):EX3E (gdi shan,improvement)
FPFET (mou ping mou héng,balance): 1 (ping héng, balance)

SLYHS0K |

FATR= T N2t e BEHIES, B WIERI, IR -

Our products are designed specifically for pregnant women to help control hyperglycemia and relieve certain

@Qﬁ@(}‘i{n ma ma,Pregnant nlgther):ﬁilﬂ(ylfm fiv,pregnant)
i 171(tdng gao,high in sugar):f= % (gao xue tang,hyperglycemia)
T B (meng fit mou yong, side effect):BIWER (fit zuo yong,side effect)

B REG S AR T XS, 1 A A R X — -

Exercise not only helps cardiovascular health, but also reduces the risk of thrombus, which doctors often

ZANEN(yin hé dong,movement and motion):i55(yin dong,exercise)
F MR (mou xue mou shuan, thrombus): _Iﬂl@(xué shuan,thrombus)
B KHENbdi da gua,people in white):IEHE (yi shéng,doctor)

Table 6: Morph sample display: The first row contains sentences with morphs, the second row is the translation, and
the third row shows the morph annotation results. "Real" indicates that the data source is real data, not synthetic
data. "LLM" indicates data synthesized using an LLM-based method, shown in 5.

| LLM label suggestions
et g

r l

SCREN®B (1)
B RARIE

e

1H#M=Sats7, = MNETA,
BERIEES, TRE, T2nT, CHET,

2RI R I,

3RYVE—LBINEE, TERRHAM, INHAMEAMMMNBIER{A
IHESVE 3

3 R, RN GRS, BROM: WO, B

7, e w

| Human annotation |

HEFAIE)L,

| video

s B, 100 uu
I8 ISRVERIVC—] 2 BIF, 1
DVERNC 4 25, ‘- ASR result |

80.

6. VBRI VERTEIEEVEAERIF,

7. PRI SHHRIAEC

Figure 3: Screenshot of an annotation example on the
annotation Website. The red text indicates added com-
ments.

Your role is that of a live-streaming host promoting products.
You need to generate five promotional sentences that include
the target words. Here are some real promotional sentences
for you to mimic. The sentences should not have repeated
meanings. The target word should remain unchanged. The
length of the sentences should be as consistent as possible
with the examples provided.

Target Words:

[Target Words]

Examples:

[Examples]

Generated Sentences:

Figure 4: The prompting template of generating sen-
tences. Generate context-appropriate sentences that
contain the specified vocabulary and meet the required
quantity.
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