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Abstract

Trading range breakout is a key method in the
technical analysis of financial trading, widely
employed by traders in financial markets such
as stocks, futures, and foreign exchange. How-
ever, distinguishing between true and false
breakout and providing the correct rationale
cause significant challenges to investors. Tra-
ditional quantitative methods require large
amounts of data and cannot directly present
the reasoning process, making them less than
perfect in this field. Recently, large language
models have achieved success in various down-
stream applications, but their effectiveness in
the domain of financial breakout detection has
been subpar. The reason is that the unique data
and specific knowledge are required in breakout
detection. To address these issues, we created
the first financial breakout dataset and intro-
duce FinLLM-B, the premier large language
model for financial breakout detection, which
enhances the effectiveness of breakout trading
strategies. Furthermore, we have developed a
novel framework for large language models,
namely multi-stage structure, effectively reduc-
ing mistakes in downstream applications. Ex-
perimental results indicate that compared to
GPT-3.5, FinLLM-B improves the average ac-
curacy of answers and rational by 49.97%, with
the multi-stage structure contributing 9.72% to
the improvement. Additionally, it outperforms
ChatGPT-4 by 42.38%.

1 Introduction

Fundamental and technical analysis are the pri-
mary methods in financial investment. Given the
limitations of the efficient market hypothesis in
real financial markets (Ball, 2009; Malkiel, 2003;
Stout, 2002), the significance of technical analysis
is recognized (Blume et al., 1994; Taylor and Allen,
1992; Lo et al., 2000; Knight, 2010). Trading range
breakouts, a key aspect of technical analysis, have

*Correspondence to Weiran Huang. A previous version of
this work is available at arXiv:2402.07536.

Rationale: A true breakout means when a stock breaks through a significant 
resistance level and continues to rise or fall.The resistance level is the highest or 
lowest price ever reached among table 0 to table 9. Now let’s analyze whether this is 
a true breakout or a false breakout with three steps: Step1: Determine the direction 
of breakout: The overall price trend is upward, indicating that the breakout direction 
is upward. Step2: Determine the resistance level: The direction of the breakout is 
upward, so the highest price ever reached among table 0 to table 9 should be 
regarded as the resistance level. This resistance level is 1007.25. Step3: Determine 
the strength of buyers and sellers under the resistance level: The footprint map 
should be viewed at an angle. That is, the seller's order number should correspond 
to the buyer's order number one level higher. Since this is a upward breakout, we 
focus on the difference between the number of sellers and buyers above the 
resistance level (including resistance). From the above, the seller’s power is greater 
than the buyer’s power, which indicates that there is a continued downward trend 
for a upward breakout, so this is a false breakout.
Answer: This is a false breakout

Data Tables:
Table 0: Sell Buy Price 7 17 1002.75 27 11 1002.50......
Table 1: Sell Buy Price 76 85 1005.00 102 150 1004.75......
......
Table 10: Sell Buy Price 0 23 1008.25 30 151 1008.00......

Question:
Now you're an expert in stock breakout detection. Do you think the stock in the 
picture will have a true breakout based on given tables? Please give reason to the 
answer firstly, and then answer” It is a true breakout” or “It is a false breakout”.

FinLLM-B
In

pu
t

O
ut

pu
t

Figure 1: A sample of FinLLM-B task.

been shown to be highly effective (Zhu et al., 2015;
Lubnau and Todorova, 2014). However, break-
outs are often accompanied by false signals, which
makes detecting false breakouts an important issue
of breakout trading strategy (Zhang et al., 2020; El-
der, 2002). Traditional quantitative methods (Han
and Fu, 2023; John and Latha, 2023; Zhang et al.,
2023a; Kim and Kim, 2019) struggle with breakout
detection due to limitations in dataset accessibil-
ity and report readability. For dataset accessibility,
breakout detection requires footprint data, which is
not readily available in mainstream datasets, hin-
dering model training. For report readability, the
finance sector demands high model explainability
to ensure transparent decision-making (Laux et al.,
2024; Ben David et al., 2021; Fritz-Morgenthal
et al., 2022). Addressing these challenges is crucial
for improving breakout detection methods.

Large language models (LLMs) have shown
promise in fine-tuning with limited data (Brown
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et al., 2020; Gao et al., 2020) and generating com-
prehensive reports with rationale. These charac-
teristics make LLMs strong candidates for break-
out detection. However, three challenges remain.
Firstly, LLMs lack domain knowledge, as observed
in our experiments with GPT-3.5 and GPT-4, which
struggled with breakout detection queries due to in-
sufficient specialized datasets. Secondly, LLMs of-
ten produce outputs with mistakes (McIntosh et al.,
2023; Lee, 2023; Zhang et al., 2023b), including in-
correct resistance levels and trend analysis. Thirdly,
LLMs exhibit output inconsistency (Chang et al.,
2024; Tan et al., 2023), which can significantly
impact model performance in financial domain.

In this work, we introduce FinLLM-B, a LLM
for financial breakout detection as shown in Fig-
ure 1. FinLLM-B supplements the foundational
knowledge of GPT-3.5 in breakout detection and
employs a multi-stage framework to mitigate errors
and instability. This framework segments the ra-
tionale, allowing FinLLM-B to focus on subtasks,
improving both accuracy and stability. Our experi-
ments show that FinLLM-B outperforms GPT-3.5,
achieving a 49.97% improvement.

Our contributions can be summarized as fol-
lows: 1) We introduce FinLLM-B, the first large
language model for financial breakout detection,
which demonstrates domain knowledge and helps
improve the reliability of breakout trading strate-
gies. 2) Financial breakout dataset. We create the
first dataset for financial breakouts, providing a
valuable resource for future research in this area.
3) Multi-stage structure. We propose a multi-stage
structure that segments the rationale, effectively
reducing errors and enhancing stability for large
language models in downstream tasks.

2 Related Work

Trading Range Breakout. Technical analysis fo-
cuses on predicting financial market movements
based on historical chart data (Murphy, 1999),
demonstrating its profitability (Taylor and Allen,
1992; Lo et al., 2000). A key method within techni-
cal analysis is the trading range breakout (Raj and
Thurston, 1996; Lento et al., 2007; Bessembinder
and Chan, 1995), which suggests that a price strug-
gle occurs between buyers and sellers at resistance
levels. Once the price surpasses this resistance
level, it forms a strong support, preventing a short-
term price reversal (Brooks, 2011; Chordia et al.,
2002; Gosnell et al., 1996).

Large Language Models. Large language mod-
els (LLMs) have shown success across various ap-
plications (Wu et al., 2023; Li et al., 2023; Luo
et al., 2022; Bi et al., 2023; Kraljevic et al., 2021;
Sarrion, 2023; Liu et al., 2023, 2021; Li et al.,
2024). A challenge of applications is generation
of incorrect answers. One solution related to this
study is chain-of-thought (CoT) (Wei et al., 2022)
which prompts LLMs to reason before provid-
ing answers. Pioneering works involved manu-
ally designing examples to teach models reason-
ing, enabling more accurate responses (Wei et al.,
2022). Subsequent research introduced approaches
like zero-shot-CoT (Kojima et al., 2022) and auto-
CoT (Zhang et al., 2022), though CoT does not
fully eliminate incorrect outputs, and researchers
have explored incorporating new modalities (Zhang
et al., 2023c; Lu et al., 2022).

3 Problem Formulation

Financial breakout detection is an important prob-
lem in the field of breakout trading. It determines
whether a financial product is undergoing a true
or false breakout, with true breakouts identified
based on the order flow rule (Valtos, 2015). This
study focuses on training a large language model to
generate financial breakout detection reports with
accurate rationales using processed data tables.

Time scale variability affects resistance levels
and breakout authenticity, requiring a clear defi-
nition of the resistance level and true breakouts.
The resistance level is defined as the highest or
lowest price in the ten time ticks before the break-
out (Brooks, 2011; Valtos, 2015). A true breakout
occurs when the closing price remains beyond the
resistance level for two consecutive time units.

The primary input is a data table as shown in Fig-
ure 1 derived from footprint charts. These charts
capture detailed price information within each time
unit, along with the order volumes from buyers and
sellers at various price levels. Compared to his-
torical stock line and candlestick charts, footprint
charts offer richer detail, enabling more accurate
assessments of breakout authenticity.

The output should include both the rationale and
the answer as illustrated in Figure 1. This design
is chosen because the investment field demands
high explainability of decisions, and auditing the
rationality behind decisions helps mitigate the risk
of overvalued accuracy caused by guesses.
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Table 0: Sell Buy Price 7 17 
1002.75 27 11 1002.50......
Table 1: Sell Buy Price 76 85 
1005.00 102 150 1004.75......
......
Table 10: Sell Buy Price 0 23 
1008.25 30 151 1008.00......

Now you're an expert in stock 
breakout detection. Do you 
think the stock in the picture 
will have a true breakout based 
on given tables? Please give 
reason to the answer firstly, 
and then answer” It is a true 
breakout” or “It is a false 
breakout”.
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S1 Output:
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S1 Output
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Stage-1 Input
 

Stage-3 Input
 

S1 Output

S2 OutputS3 Output:
 ...seller...

Report generator

Rationale: ...Now let’s analyze whether this is a 
true breakout or a false breakout with three steps: 
Step1: Determine the direction of breakout: ...the 
breakout direction is upward. Step2: Determine the 
resistance level: ...This resistance level is 1007.25. 
Step3: Determine the strength of buyers and sellers 
under the resistance level: ... Since this is a upward 
breakout, we focus on the difference between the 
number of sellers and buyers above the resistance 
level (including resistance)... the seller’s power is 
greater than the buyer’s power, which indicates 
that there is a continued downward trend for a 
upward breakout, so this is a false breakout
Answer: This is a false breakout.
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Figure 2: Overview of FinLLM-B with multi-stage structure. Multi-stage structure consists of two parts: Part A and
Part B. Part A comprises three stages, each corresponding to a subtask of breakout detection. Part B is responsible
for integrating the answers from Part A into a rationale and providing the final answer.

4 Method

Our model is designed for financial breakout de-
tection, with inputs being prompts and specialized
data tables. The multi-stage architecture is the main
framework of our model, as shown in Figure 2. The
reasons for its design are as follows. The amount
of data is limited in our task. Researchers usually
choose to tackle this task by fine-tuning models di-
rectly. In the initial trial of our study, we attempted
to address the problem by directly fine-tuning with
one LLM as well, but the results were unsatisfac-
tory. We think that reasoning and drawing conclu-
sions are the two main steps humans take to solve
this task. Based on this, we create two distinct
datasets and trained two LLMs respectively respon-
sible for reasoning and conclusion: FinLLM-B and
report generator. Under this structure, FinLLM-B
focuses on the problem itself rather than the details
of report generation.

However, simply splitting the whole model into
two parts for FinLLM-B and the report generator
still has limited improvement. We find that longer
outputs tend to increase errors. Therefore, based
on the steps to solve the problem, we divide the
training set for FinLLM-B into three parts, each
part responsible for answering one subtask with
a standard answer. This design offers three ad-
vantages. Firstly, this structure provides a frame-
work for breakout detection, serving as prior knowl-
edge to compensate for the lack of data. Sec-
ondly, these sub-tasks have a sequential relation-

ship. They share parameters and complement each
other so that we can more effectively solve these
subtasks with one large language model (FinLLM-
B). Thirdly, each part answers only one question,
allowing it to focus on specialized knowledge and
provide concise responses. This approach is similar
to the division of labor and cooperation within a
human team, significantly enhancing the accuracy
and stability of final outputs.

4.1 Multi-Stage Structure

The model consists of two parts: task flow (Part A)
and report generator (Part B), as shown in Figure 2.

Task Flow. The task flow primarily consists of
three parts: Stage 1 (S1) task, Stage 2 (S2) task,
and Stage 3 (S3) task, which correspond to the
three steps of breakout detection as follows. Firstly,
we need to determine the direction of the entire
breakout. If the historical price shows an upward
trend, it indicates an upward breakout. Secondly,
the resistance level of the breakout needs to be
identified. Identifying the resistance level depends
on the direction of the breakout. For an upward
breakthrough, its resistance level is the historical
price’s highest value, defined as the highest price
point in the ten time units preceding the current
time. For a downward breakout, its resistance level
is the historical price’s lowest value. Thirdly, we
need to compare the forces of buyers and sellers,
with the comparison point varying based on the
results of the previous two steps. For an upward
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Figure 3: Dataset Construction. A: Footprint chart. B:
Data table derived from the footprint chart. C: Dataset.
It consists of two parts: FinLLM-B dataset and report
generator dataset.

breakout, we compare the number of buy and sell
orders above the resistance level, and vice versa for
a downward breakout. The side with more orders
is considered the stronger force.

FinLLM-B is employed to complete these three
stages, providing evidence for breakout authentic-
ity. It is pre-trained on GPT-3.5 and fine-tuned with
10 epochs for optimal performance.

Report Generator. The Report Generator is an-
other large language model in our study. Its func-
tion is to aggregate the answers from FinLLM-B
in sub-tasks and output an analysis report with the
conclusion on the authenticity of the breakout. It
fundamentally differs from FinLLM-B in function-
ality, hence it is trained independently on GPT-3.5,
focusing exclusively on report generation.

4.2 Dataset

The process of dataset construction is shown in the
Figure 3. The source data is collected as minute-
level S&P 500 future footprint data from the Ninja-
Trader platform. We convert the source data into a
special data table and then build the dataset. Com-
pared to getting raw data directly from the platform,
this approach saves 90% of the capital cost and
provide better adaptability for LLMs. After obtain-
ing the data tables, we use manual annotation to
construct the dataset.The accuracy of human data
annotation is ensured based on the expertise of the

annotator and real market simulation.

FinLLM-B Dataset. This dataset involves two
parts: training and testing. For training, The dataset
consists of 60 training data. This includes 20 source
data for each of S1, S2, and S3, and 10 samples for
each of the true and false breakouts. For testing,
the model will be tested a total of 1200 rounds,
including 40 source data for each stage, and each
test is repeated 10 times to test the stability of the
model. Each training data consists of three parts
based on the official setup of OpenAI: system, user
question, and assistant response.

Report Generator Dataset. The dataset of re-
port generator is simpler because its task is not
complex. It has 20 training data, which are anno-
tated by experts according to the task, and other
settings are consistent with FinLLM-B.

5 Experiment

5.1 Baseline & Evaluation Metrics.

FinLLM-B was trained based on GPT-3.5 and
compared with four baselines: GPT-3.5 (OpenAI,
2022), GPT-4 (Achiam et al., 2023), FinChat (Fin-
Chat, 2024), and Long Short-Term Memory net-
work (LSTM) (Bhandari et al., 2022). FinChat
is a commercial-grade financial LLM that adapts
GPT specifically for the finance sector. LSTM is
a special recurrent neural network which is fre-
quently used for financial prediction. We evaluated
FinLLM-B in three main aspects: professionalism,
accuracy, and stability.

Professionalism evaluation. Since evaluating
the expertise of the model’s responses is subjec-
tive, we used manual scoring by professionals to
assess the expertise of models.

Accuracy evaluation. We compared the accu-
racy rate and perfection rate of each model. The
accuracy rate is derived from the statistical anal-
ysis of the model’s actual results. In addition, to
evaluate the performance of the final report, we
introduced the perfection rate, representing the pro-
portion of samples that produced entirely accurate
reports out of all test samples. An entirely accurate
report correctly identifies each sub-task, the reason-
ing process, and the final breakout judgment. The
calculation method is: S1 accuracy * S2 accuracy *
S3 accuracy. Under this evaluation criterion, if the
real market result is a true breakout, but the tested
model’s answer is a true breakout with incorrect
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To determine whether the stock will have a true breakout based on the given tables, we need to analyze the buy and sell orders at different 
price levels. A breakout typically occurs when there is a significant imbalance between buy and sell orders, indicating strong demand or 
supply that pushes the price beyond a resistance or support level. Analysis: Price Level 1007.00:...Table 4: Sell 242, Buy 202...At the price 
level of 1007.00, the total buy orders (2723) exceed the total sell orders (2324), indicating a higher demand at this price level:...
Conclusion: The analysis shows that at each of the key price levels (1007.00, 1007.25, and 1007.50), the buy orders exceed the sell orders, 
indicating strong demand and suggesting that the stock is likely to break through these resistance levels. It is a true breakout.

FinLLM-B

GPT-3.5

GPT-4

FinChat

Rational: A true breakout means when a stock breaks through a significant resistance level and continues to rise or fall.The resistance level is 
the highest or lowest price ever reached among table 0 to table 9. Now let’s analyze whether this is a true breakout or a false breakout with 
three steps: Step1: Determine the direction of breakout: ... Step2: Determine the resistance level: ...This resistance level is 10006. Step3: 
Determine the strength of buyers and sellers under the resistance level: The footprint map should be viewed at an angle. That is, the seller's 
order number should correspond to the buyer's order number one level higher. Since this is a downward breakout, we focus on the difference 
between the number of sellers and buyers above the resistance level (including resistance). From the above, the seller’s power is greater than 
the buyer’s power, which indicates that there is a continued downward trend for a downward breakout, so this is a true breakout. 
Answer: This is a true breakout.

To determine if there is a true breakout in the stock based on the provided tables, we need to analyze the buy and sell prices across different 
tables to identify any significant shifts or patterns. A breakout typically occurs when the price breaks above a resistance level or below a 
support level with increased volume, indicating a potential change in trend. Looking at the tables, we can observe the following: There are 
fluctuations in buy and sell prices across different tables, but there is no clear trend in either direction... Based on this analysis, it does not 
seem that there is a clear indication of a true breakout in the stock. The prices appear to be relatively stable without any significant shifts that 
would suggest a breakout.  Therefore, the answer is: "It is a false breakout."
To assess whether the stock will experience a true breakout, we analyze the provided tables for patterns or indicators such as significant 
volume changes, price movements, and the relationship between buy (demand) and sell (supply) volumes. True breakouts are often 
accompanied by: Increased Trading Volume: An increase in trading volume can confirm the strength of the breakout. Price Movement: The 
direction and magnitude of price changes give an indication of market sentiment. Supply and Demand Imbalance: A significant imbalance 
between buy and sell orders can indicate a potential breakout direction...Based on the analysis of the provided tables: The total buy volume 
across all tables is 1,775, while the total sell volume is 2,153. This indicates a greater overall sell pressure than buy pressure.... suggesting a 
slight downward trend in prices...Therefore, based on the provided data, it appears to be a false breakout.

Figure 4: Output samples for professionalism comparison. Green: Valuable domain knowledge. Red: Incorrect
domain knowledge and mistakes. Due to the length of the output, we used ‘...’ to omit non-essential content.

Models S1 Accuracy S2 Accuracy S3 Accuracy Average Accuracy Perfection Rate

GPT-3.5 50.25± 10.30 10.50± 5.99 41.50± 10.55 34.83 2.19

GPT-4 61.50± 8.83 13.50± 4.74 52.25± 6.71 42.42 4.34

FinChat 75.5± 8.96 23.25± 9.86 60.50± 5.99 53.42 11.18

LSTM – – – – 45

FinLLM-B (Ours) 95.00± 0.00 89.40± 8.72 70.00± 0.00 84.80 59.45

Table 1: Result highlights. Accuracy and perfection rates of FinLLM-B and baseline models are evaluated based on
correct identification of sub-tasks, reasoning process, and final breakout judgment. Note: LSTM only provides final
results which are considered as the perfection rate.

reasoning, we consider the report inaccurate. This
calculation method is necessary because having
only the answers does not adequately reflect the
model’s capability.

Stability Evaluation. Two testing methods were
used to evaluate the stability of the model: standard
deviation and output consistency distribution. For
standard deviation, each model was tested 1200
rounds in total. We tested 40 sets of samples for
task S1-3, each repeated 10 times and recorded
each result for calculating the standard deviation.
For output consistency distribution, we tested 40
sets of samples, each set tested 10 times repeatedly,
and recorded the quantity of samples which pro-
duced same outputs across repeated tests. Specif-
ically, we recorded the number of samples with
100% same, 80% same, 60% same, and less than

60% same. For example, if a test sample produces
consistent outputs 8 times out of 10 repeated out-
puts, it is recorded as 80% same in this round of
testing. We are particularly concerned with cases
where the outputs are 100% same, indicating that
the sample produced the same output all 10 times,
demonstrating high reliability. We used the output
consistency distribution because results of break-
out detection will be used for investment decisions,
thus requiring high consistency.

5.2 Main Results

FinLLM-B outperforms other LLMs and neural
network models, as shown in Table 1. It sur-
passes GPT-3.5 by 49.97% in average accuracy
and 57.26% in perfection rate, primarily due to the
baseline models’ lower performance in the S2 task.
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FinLLM-B w/o multi-stage 

GPT-3.5

FinLLM-B w/ multi-stage

Figure 5: Accuracy comparison. Each axis is rescaled
independently for better comparison.

FinLLM-B w/o multi-stage w/ multi-stage

S1 Accuracy 96.00± 1.75 95.00± 0.00

S2 Accuracy 69.50± 5.63 89.40± 8.72

S3 Accuracy 59.75± 5.47 70.00± 0.00

Average Accuracy 75.08 84.80

Perfection Rate 39.87 59.45

Table 2: Accuracy comparison between FinLLM-B with
and without multi-stage. The proposed multi-stage struc-
ture demonstrates a notable improvement in the accu-
racy and perfection rate.

5.3 Report Generator

We assessed the report generator’s performance
using 40 test samples, each tested 10 times. The
generator consistently achieved expected results,
due to the relatively simple nature of the task.

Professionalism. Scoring results reveal that
FinLLM-B scored the highest, with an average of 8
out of 10, compared to GPT-4 and FinChat (6 out of
10) and GPT-3.5 (3 out of 10). Test samples shown
in Figure 4 indicate that FinLLM-B demonstrates
a clearer structure, more stable performance, and
superior reasoning capabilities than the baselines.

Accuracy. Figure 5 and Table 2 illustrates that
FinLLM-B achieves significantly higher accuracy
than other LLMs, especially in task S2. S2 task
better highlights the model’s strengths due to its
uncountable answer space, unlike the countable an-
swers in S1 and S2, where guessing inflates accu-
racy. LSTM’s accuracy, close to 50%, is limited by
its requirement on substantial training data, which
is difficult to obtain in our task.

S1 Task S2 Task S3 Task
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GPT-3.5

FinChat

FinLLM-B w/o 
multi-stage

FinLLM-B w/ 
multi-stage

GPT-4

Figure 6: Output consistency distribution. Blue areas
represent better stability. It represents the quantity of
samples that have all same outputs in the stability test.

Models S1 S2 S3

GPT-3.5 0.37 170.05 0.43

GPT-4 0.25 0.39 0.23

Finchart 0.29 0.32 0.23

FinLLM-B w/o multi-stage 0.02 0.14 0.16

FinLLM-B w/ multi-stage 0.00 0.06 0.00

Table 3: Standard deviation. Actual resistance level
values are used to calculate the standard deviation in S2.

Stability. Figure 6 and Table 3 highlight
FinLLM-B’s stability advantages, particularly in
S2. GPT-3.5’s performance in S2 is significantly
low. This is because the standard deviation here is
the actual result’s standard deviation, and GPT-3.5
often outputs values significantly different from
the actual result. In Figure 6, the blue area indi-
cates the number of samples with all same output in
10 tests, demonstrating the stability of FinLLM-B.
GPT-3.5 frequently switches between two answers,
indicating that its accuracy is based on guessing.

5.4 Report Generator

We assessed the report generator’s performance
using 40 test samples, each tested 10 times. The
generator consistently achieved expected results,
due to the relatively simple nature of the task.
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5.5 Ablation Study

We compared FinLLM-B with and without the
multi-stage structure, as shown in Figures 5-6 and
Tables 2-3. Two key findings emerged: 1) The
multi-stage structure significantly improves accu-
racy, particularly in S2. 2) Stability is enhanced
with the multi-stage design. These improvements
arise from the structure’s design. Under the multi-
stage structure, the report generator handles re-
port creation, allowing FinLLM-B to focus on an-
swering questions. Each of three components in
FinLLM-B specializes in a specific aspect, sharing
parameters to enhance accuracy and stability.

5.6 Dataset Size Analysis

We tested the model’s accuracy with different
dataset sizes and found that the current 10 shots
scale is appropriate. Samples in the dataset are
categorized into two types: true and false breakout.
We expanded the training set by increasing both the
true and false breakout samples. For every 2 shots
increase, we recorded the model’s accuracy based
on a single test run. The model accuracy for 2 to
10 shots is as follows: 57.50%, 70.83%, 78.21%,
82.87%, and 84.80%. From the records, the rate of
accuracy improvement slows down, and the rising
trend curve becomes nearly flat at 10 shots. This in-
dicates that our model’s performance can improve
with more training data, and at 10 shots, the perfor-
mance is nearing its peak, suggesting that a 10-shot
size is appropriate. Additionally, the model per-
formed well with only 10 shots, further indicating
that using LLMs is a promising approach for break-
out detection in data-limited scenarios.

6 Future Work

Our work is the first to explore the application of
large language models in financial breakout detec-
tion tasks, and we propose a multi-stage framework
that enables our model to outperform other competi-
tors. However, there is still room for improvement
in the following two aspects.

Future work could expanding data modalities,
such as images or videos, to better align the model
with real-world scenarios. Currently, FinLLM-B re-
lies on minute-level data from converted static foot-
print charts. However, the financial trading mar-
ket changes rapidly, and continuous dynamic data
could improve breakout detection accuracy. For
instance, FinLLM-B could directly input videos to
capture real-time changes in buy and sell orders

in the future, enhancing breakout detection perfor-
mance. Additionally, enriching the dataset with a
broader range would provide deeper insights into
the model’s optimal performance and robustness.

There is still room for improvement in the accu-
racy of the S3 task. We found the accuracy of S3
is significantly lower than the other two subtasks
primarily due to its inherent complexity. The S3
task involves comparing the strength of buyers and
sellers based on resistance levels, a process that is
relatively intricate. This complexity may limit the
full utilization of the capabilities of large language
models. In the future, researchers could further
segment the S3 task using a multi-stage structure
to attempt to improve its accuracy.

7 Conclusion

We present FinLLM-B, the first large language
model specifically designed for breakout detection,
which alleviates the important issue in financial
breakout trading field. To develop this model, we
construct a high-quality financial breakout dataset.
Furthermore, we create an innovative multi-stage
framework, distinguishing FinLLM-B from the re-
port generator and segmenting it into three dis-
tinct components based on problem-solving steps.
This design enables FinLLM-B to more effectively
demonstrate domain knowledge and enhances the
model’s accuracy and stability in our task. We
believe that our model will serve as a valuable re-
source for future research and foster further explo-
ration in the field of financial breakout trading.
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