Jamo-Level Subword Tokenization in
Low-Resource Korean Machine Translation

Junyoung Lee™"
Nanyang Technological University
junyounglee.k@gmail.com

Sangwhan Moon
Institute of Science Tokyo
sangwhan@iki.fi

Abstract

Subword tokenization, where text is repre-
sented in an intermediate form between full
words and characters, is ubiquitous in modern
NLP due to its ability to represent any input
sentence with a small vocabulary. However for
Korean, where there are 11,172 base characters
(syllables) in its alphabet, it is difficult to have
a vocabulary large enough to succinctly encode
text while fitting within parameter-budget con-
straints. This motivates us to explore an alterna-
tive representation for Korean which relies on
the decompositional nature of Korean syllables,
each of which can be uniquely decomposed
into a sequence of two or three subcharacters
(jamo), of which there are only 68.

Using jamo as the basis for subword tok-
enization (e.g., byte-pair encoding) leads to
shorter tokenized sequences with fewer vo-
cabulary parameters, exposes the model to
sub-syllable-level morphological information,
and increases the amount of augmentation
gained from subword regularization. We evalu-
ate jamo-level subword tokenization on several
Korean translation tasks and find that jamo-
level subword models consistently outperform
syllable- and byte-level models in low-resource
and restricted-vocabulary settings'.

1 Introduction

Modern language models struggle with languages
such as Chinese, Japanese, and Korean, where the
large base character sets (Hanzi, Kanji/Kana, and
Korean syllables, respectively) mean that a huge
vocabulary parameter count is required to represent
the base character set and the added subword to-
kens. However, unlike Hanzi and Kanji, the 11,172
modern Korean syllables have a compositional

'Our full experimental code can be found at https: //
github.com/mcognetta/jamo-bpe-loresmt.
* .
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Example 1: Example tokenizations for "-Z5-3H T} (to
study). From top to bottom: syllable-level, jamo-level,
and the jamo-level tokenization mapped back to the
syllable sequence. Note that the jamo-level tokenization
is able to cross syllable boundaries, while the syllable-
level tokenization cannot.

structure where each can be decomposed uniquely
into a sequence of subcharacters called jamo. Jamo
decompositions align to syllable-level sequences in
a way that byte-level encoding does not and offer a
linguistically-grounded, parameter-efficient mecha-
nism for encoding Korean text. Several works have
considered jamo-level subword tokenization, but
only on the encoding side (Kim et al., 2021; Park
et al., 2020a). To the best of our knowledge, this
is the first study on the generation of Korean with
jamo-level subword tokenization.

We hypothesize that jamo-level subword tok-
enization should improve over syllable-level sub-
word tokenization for three reasons. Compared
to syllable-level subword tokenization, jamo-level
subword tokenization:

1. produces shorter tokenized sequences at a given
vocabulary size

2. exposes sub-syllable morphological information

3. unlocks a larger space of tokenizations for sub-
word regularization

In English«+Korean and Korean«+Jeju-eo (a
very-low-resource Koreanic language spoken on
Korea’s Jeju Island) translation tasks, we find that
jamo-level models do not improve upon syllable-
level models in high resource settings. However, in
low-resource and low-parameter settings (specifi-
cally, extremely small vocabulary budgets), jamo-
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level subword models greatly improve over both
syllable- and byte-level subword models, especially
when dropout is used. This supports our hypothesis
about the benefits of jamo-level subword models.

2 Byte-Pair Encoding and Subword
Regularization

Subword tokenization transforms free-form text
into a sequence of tokens drawn from a finite vo-
cabulary. The tokens occupy an intermediate gran-
ularity between full words (e.g., democratic
or CHSHRI=) and character sequences (e.g.,
d_e. t_i,c or CH_ st 2l =),
known as subwords (e.g., demo_,cratic or Cf
St _0l=1). A key feature is that subword tokenizers
are open vocabulary—any possible input text can
be represented by them (i.e., they never produce
out-of-vocabulary (OOV) tokens). This is realized
by including a comprehensive atomic vocabulary in
the final subword vocabulary (e.g., the full alphabet
for English or the set of all Korean syllables).

Byte-pair Encoding (BPE) is a simple and popu-
lar subword tokenization technique first introduced
by Gage (1994) and reintroduced by Sennrich
et al. (2016) for neural machine translation. To
construct the vocabulary, starting from the atomic-
character-level representation of the training cor-
pus, the model iteratively finds the most frequent
co-occurring pair of tokens, merges them, and adds
the merge to the subword vocabulary. This process
repeats until the vocabulary reaches the desired size.
For inference, starting from the character-level in-
put, among all possible merges, the highest priority
merge (the one that was added earliest to the merge
vocabulary during training) is executed. This re-
peats until no possible merges remain.
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Subword regularization, where tokenizations are
sampled from a probability distribution, is often
used during training to augment the dataset and
improve model robustness, and has been shown
to improve model quality across a wide variety of
tasks, especially in low-resource machine transla-
tion (Kudo, 2018; Provilkov et al., 2020).

BPE-Dropout (Provilkov et al., 2020) is a vari-
ant of BPE’s inference algorithm that injects ran-
domness into the tokenization process as a form of
subword regularization.

3 Hangul and Jamo Decomposition

Hangul, the modern Korean writing system, is rep-
resented in Unicode as a list of 11,172 unique sy!-
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Initialconsonant,I‘ TMLCEC20HWAMRORRIIAEILS

| EHEHAA A A skl — |

Vowel, V

i) T MM L 1RLBC 2 2120 24 2A 2 21 25

Final consonant, F - _
OHUMAMORZIIELS

i) T MU L RBCC 2120 2hE A5
ouowmAsoxrz3Ienst HEH {44
A b sl —— |

Compatibility jamo

Table 1: All positional jamo, separated into their three
distinct classes, and the the set of compatibility jamo.
Note that there are visual overlaps between some initial
and final consonants (e.g., 1), and that compatibility
jamo is the minimal set of visually distinct jamo.

lables. Each syllable can be uniquely and deter-
ministically decomposed into two or three jamo:
an initial consonant, a vowel, and an (optional) fi-
nal consonant, of which there are 19, 21, and 28,
respectively (Table 1). Likewise, any initial conso-
nant, vowel, final consonant triplet can be mapped
directly to a unique syllable. For example, 4! =
(A, |, v),where A is the initial consonant,
| is the vowel, and L is the final consonant.

To produce a decomposed jamo sequence from
a syllable sequence, we concatenate the jamo from
each triplet corresponding to the syllables. For a
syllable without a final consonant, like -t = (7,
T, ), we omitthe & when writing out the jamo
sequence” (i.e., 7t — (7, }, @) — 7 }). Thus,
every syllable maps to a length of two or three jamo
sequence. Example 1 demonstrates a syllable-level
and jamo-level subword tokenization.

Hangul is represented in three different ways
in Unicode: precomposed syllables®, positional
jamo*, and compatibility jamo>. All jamo (includ-
ing @, which denotes the absence of a final con-
sonant), organized by class, are shown in Table 1,
separated into positional jamo (partitioned into ini-
tial consonants, vowels, and final consonants) and
compatibility jamo.

The syllable block (U+AC00-U+D7AF) con-
tains all 11,172 modern syllables, each represented
by a single codepoint. A syllable can be decom-
posed into either of the jamo representations, out-
lined here and discussed in detail in Appendix B.

This is a design choice. Including the & symbol in the
decomposed jamo sequence is also possible and results in
equivalent but slightly longer sequences.

SWikipedia: Hangul Syllables

*Wikipedia: Hangul Jamo (Unicode Block)

SWikipedia: Hangul (Compatibility Jamo)
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3.1 Positional Jamo (U+1100-U+11FF)

Positional jamo are designed to perfectly match the
compositional structure of jamo. The initial con-
sonants, vowels, and final consonants are disjoint
Unicode character sets, and a simple procedure
based on modular arithmetic is sufficient to convert
a single syllable codepoint to an initial consonant,
vowel, and final consonant triplet, and vice-versa.

3.2 Compatibility Jamo (U+3130-U+318F)

Unlike positional jamo, compatibility jamo does
not provide distinct codepoints for initial conso-
nants and final consonants. Instead, visually am-
biguous jamo are merged into one token, so that
the final set of compatibility jamo is the set of
all visually distinct jamo. Thus, there is a surjec-
tive mapping from positional jamo to compatibility
jamo, but there are compatibility jamo which can-
not be unambiguously mapped back to positional
jamo (e.g., 71, which could map to either the initial
consonant 1 or final consonant 71, depending on
the surrounding context). A finite state machine
is sufficient to recover the syllable sequence from
valid compatibility jamo sequences.

3.3 Jeju-eo Orthography

Jeju-eo (A]F9]) is a Koreanic language that also
uses Hangul as the modern writing system, but
with the inclusion of two archaic vowels, " -

(araea, o}gj]o}, U+318D), and its doubled form
. (ssang-araea, 3ot o, U+11A2). Syllables
in the Hangul Precomposed Syllable range do not
contain this vowel, so we use a custom encoding
described in Appendix B.3. Compatibility and po-
sitional jamo representations work like modern Ko-
rean by treating " - ; and ": as regular vowels.

4 Benefits of Jamo-level Tokenization

One may ask, why even consider jamo-level to-
kenization, as syllable-level tokenization is the
canonical unit of text? Furthermore, byte-level BPE
can be used to alleviate any space issues, and per-
haps, as the vocabulary size grows, jamo-level to-
kens will just converge to syllable boundaries.

Tokenization Length and Small Vocabularies
Especially at smaller vocabulary sizes, jamo-level
BPE produces substantially shorter tokenized se-
quences compared to syllable level models, which
is crucial to developing models that fit within some
parameter or inference budget. As seen in Figure 1,
compatibility and positional jamo produce shorter
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sequences than syllable-level subword tokenizers
across all vocabulary sizes, until they eventually
converge. When the vocabulary size is small, jamo-
level models far outperform syllable-level models
in compression ratio. This is especially true at the
lowest end of the scale, where syllable-level models
operate at essentially the character level (i.e., the
entire vocabulary budget is taken up by the base syl-
lable vocabulary, so no merges can be added). Even
with a vocabulary budget of just 500, jamo-level
subword models produce 5% shorter sequences
than syllable-level models with |V| = 2100, the
smallest possible in our corpus. At |V| = 1000 and
1500, jamo-level models produce nearly 25% and
40% shorter sequences than a |V| = 2000 syllable
model, respectively.

Having shorter sequence lengths is a common
metric for tokenizer performance and is also an
important consideration with attention-based lan-
guage models that scale quadratically with se-
quence length.

Sub-syllable Morphology Morphemes in Ko-
rean are not necessarily constrained to syllable
boundaries. For example, the word 5}7] (ha-
gi/doing/gerund form) can be morphologically
segmented into St (ha/to do/root) and 7| (gil-
ing/nominalization). On the other hand, g4t}
(hab-ni-dalto do/honorific form) is morphologi-
cally segmented into S} (ha/to do/root) and - v Y
t} (b-nidalpresent tense honorific/ending). Notice
that the second morpheme contains an incomplete
syllable (the final consonant &) which is part of
the first syllable in $ T} (similar to Example 1).

When modeling at the syllable level, this and
similar jamo-level morphology is impossible to
capture, as the tokenization is constrained to sylla-
ble boundaries, so either the B jamo information
is lost due to being split off from -1 T} or the entire
sequence Y T} is represented as a single subword
token, and the underlying morphological informa-
tion is not able to be shared with other sequences
that also include the - v Ut} morpheme. However,
with jamo-level BPE, which is not constrained to
syllable boundaries, it is possible to capture such
morphological patterns.

Increased Subword Regularization Subword
regularization improves model robustness by sam-
pling tokenizations during training, which aug-
ments the training set and breaks the model’s con-
ditioning on an exact, canonical tokenization. A
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Figure 1: A comparison of the tokenization compression ratio of each of the jamo representations at different
vocabulary sizes. The number of tokens in the tokenized corpus is compared to the total number of syllables in the
corpus. The syllable subword tokenizer falls back to a character-level tokenizer at |V'| &~ 2000. However, the jamo
and byte subword tokenizers can have much smaller vocabularies and better compression ratios.

key factor is the amount of augmentation (that is,
the number of unique tokenized sequences) that
are produced during stochastic tokenization, with
the implication that a larger number of tokeniza-
tions should lead to a larger improvement in model
quality and robustness (Cognetta et al., 2024).

Let ws be a sequence of Korean syllables and
w; the same sequence decomposed into jamo form
(the argument works identically for positional and
compatibility jamo). For simplicity, assume every
subsequence of w, and w; is a token in the re-
spective subword vocabularies. Then, the stars and
bars theorem says that tokenizing a sequence of
length 7 into k tokens can be done in () ways
(Wikipedia contributors, 2024) and the total num-
ber of ways to tokenize a sequence w is

|wl

The maximum tokenized sequence lengths for a
syllable and jamo sequence are |w,| and |wj]|, re-
spectively, corresponding to just their character-
level sequences, which must be a valid tokeniza-
tion. As 2/wsI=1 < 92fws|=1 < olwj[=1 < 93lws[=1
there are at least

times more ways to tokenize a jamo-level sequence
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than a syllable-level sequence, meaning there is
exponentially larger space of tokenizations avail-
able for subword regularization when representing
Korean text at the jamo level.

4.1 Arguments Against Jamo Tokenization

Here, we consider some arguments against jamo-
level tokenization, but argue that they are not fatal.

Why Not Byte-Level BPE? An obvious ques-
tion is "why not just use byte-level BPE, which
should do the same thing?" The primary rea-
son is that there is no clear alignment between
bytes, jamo, and syllables in Unicode. For ex-
ample, a byte-level representation for the to-
ken2l=(7, |, 7)is <OxEA><0xB8><0xB1>
while the representation for Z' = (1, |, &) is
<0xEA><0xB9><0x8B>, which differ in the sec-
ond and third bytes despite the two having the same
initial consonant and vowel. Thus, byte-level rep-
resentations cannot losslessly capture jamo-level
morphologies. Explicitly modeling with jamo pro-
vides a linguistically motivated way to represent
Korean text which can be combined with a byte-
level fallback in the presence of other languages.

Invalid Sequence Generation When operating
at the jamo level, the jamo sequences produced
by concatenating jamo-level BPE tokens may not
follow the canonical IVF order. In this case, they



cannot be recomposed back into syllable sequences,
and the overall sequence becomes invalid (Moon
and Okazaki, 2020). For example, if the model
produced the token sequence [} ][ 18], one
cannot recompose it to a syllable sequence, since
there are two vowels in a row.

In our experiments (Section 5), we observed
no instances of invalid sequence generation once
the models had gone through a small number of
training epochs (and far before they fully con-
verged). Some probability mass is still allocated
to invalid sequences, but it can be eliminated by
masking out the logits corresponding to invalid to-
kens (i.e., tokens which would cause an invalid
sequence when appended to the current text).

This is not a problem with syllable-level BPE, as
it operates only on valid syllables so any sequence
of syllables is, at least syntactically, valid, but does
affect byte-level tokenization, as a sequence of
bytes does not necessarily correspond to a valid
Unicode sequence.

Convergence to Syllable-Level Tokens As the
vocabulary size grows, it is possible that jamo-level
tokenizations eventually converge to just syllable-
level tokens — i.e., after a certain point, the vast
majority of new merges form unambiguous, full-
syllable sequences. Then, if we have to form in-
termediate syllable-level tokens anyway, it may be
better just to start with a syllable base vocabulary.

However, as shown in Figure 1, starting at the syl-
lable level is less space efficient (from a parameter
count and tokenized-sequence-length perspective)
than jamo-level encoding, and results in less avail-
able augmentation from subword regularization.
Further, even if they both converge to syllable-level
tokens, they likely will not converge to the same
set of tokens, and the jamo-level tokenizers will
still have a larger number of merged tokens (com-
pared to atomic characters) in the vocabulary than
a syllable-level subword tokenizer.

Ambiguity Between Decomposed Syllables and
Jamo Literals It is possible that the input or out-
put of a model should be literal jamo, which is diffi-
cult to disambiguate from jamo tokens that are pro-
duced from decomposition. This is especially true
for compatibility jamo representations, as isolated
compatibility jamo are often used in colloquial Ko-
rean (e.g., 7 = = /"kekeke" for "laughing").

The ambiguity is lessened for positional jamo, as
it is not possible to directly input positional jamo
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on most modern IMEs. Additionally, since compat-
ibility jamo is a distinct set from positional jamo,
the set of compatibility jamo can be included in
a positional jamo tokenizer’s base vocabulary to
allow such colloquialisms to be processed directly.

S Experiments

We compare syllable-level, byte-level, and jamo-
level BPE tokenization on two translation tasks:
English<+Korean using the AI-Hub News Trans-
lation corpus® and Korean<+Jeju-eo (Park et al.,
2020a) (Section 6.3). The full English<>Korean
dataset contains 800k sentence pairs, but we use a
200k sentence-pair subset given our focus on lower-
resource settings (Section 6.1). However, experi-
mental results for the full corpus are given in Ap-
pendix C and an analysis of a restricted-vocabulary
experimental setting on the larger corpus is given
in Section 6.2.1. The Korean<>Jeju-eo corpus con-
tains 180k sentence pairs.

We use SentencePiece (Kudo and Richard-
son, 2018) as the BPE tokenizer implementation
and fairseq (Ottetal., 2019) for training our lan-
guage models. For each experiment, we fix an un-
derlying Transformer architecture and only vary the
tokenizer according to the Korean representation
and vocabulary sizes. The source and target side to-
kenizers are trained separately and their parameters
are not shared. All other training configurations are
held equal in all experiments. The complete model
and training information is given in Appendix A.
For each task, we compare the BLEU, CHRF (both
via SACREBLEU (Post, 2018)), and COMET (Rei
et al., 2020) scores of each model (using an average
of 3 runs). All metrics are computed at the sylla-
ble level (after the jamo-level model outputs are
recomposed to syllables).

In the English<+Korean corpus, there are ~4600
unique characters. However, about ~2500 of
these are Chinese, Japanese, and Korean (CJK)
ideographs (Hanzi/Kanji/Hanja), which appear in
only a small fraction of sentences and with median
frequency 1, but take up an outsized amount of the
vocabulary if we include all observed symbols to
avoid OOV. To isolate our main focus (the repre-
sentation of Korean text), we remove all sentences
with these ideographs.

We analyze three axes: 1) input representation,
2) subword regularization, and 3) vocabulary size,
and corpus size via the following experiments:

*https://www.aihub.or.kr/
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* English<+Korean

1) Syllable, Positional, Compatibility’, Byte

2) No dropout, English-only dropout, Korean-
only dropout, Both dropout

3) Full 8k (En)/8k (Kr) vocabulary, Restricted
8k (En)/2.1k (Kr) vocabulary

* Korean<+Jeju-eo

1) Syllable, Positional, Compatibility’, Byte

2) No dropout, Korean-only dropout, Jeju-eo-
only dropout, Both dropout

3) Full 4k (Kr)/4k (Je) vocabulary, Restricted
2k (Kr)/2k Je vocabulary

For vocabulary size, the "full" vocabulary size
was chosen arbitrarily without a hyperparameter
sweep for a fair comparison. However, the "re-
stricted" vocabulary size was chosen as the num-
ber of unique characters in the syllable-level cor-
pus. In this setting, the syllable-level models act as
character-level models (since there is no room in
the vocabulary for merged tokens), while the other
representations can still form additional subwords.

6 Results

6.1 English<>Korean

On the left of Table 2 are the English—Korean
results. We are particularly interested in this direc-
tion as it requires outputting Korean, which, as de-
scribed in Section 4.1, could be difficult when using
jamo-level BPE. However, we see that positional
jamo-level model performs the best in all three met-
rics. In the double-dropout case, positional jamo
outperforms the best syllable-level model by 0.3
BLEU. Conversely, byte-level BPE performs the
worst across the board, indicating that generating
Korean with byte-level subwords is difficult.

In the restricted vocabulary setting, positional
jamo again performs the best (this time when
dropout is applied to the English side only). In
the same setting, byte-level BPE comes close, but
otherwise generally underperforms, similar to the
full vocabulary setting. Syllable-level models also
perform much worse than positional jamo-level
models (-0.45 change in COMET), which is likely
because they are character-level models and the
output sequence length becomes too long.

"Compatibility jamo performed similarly to positional
jamo, so we only report it in Appendix C for space reasons.
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On the right side are the Korean—English re-
sults. In both the non-restricted and restricted vo-
cabulary settings, dropout does not consistently
improve the model. Particularly, in the full vocabu-
lary setting, applying dropout to the English side
actually degrades the model performance across
all representation types. Syllable-level models also
perform the best across the board, and we attribute
this to it being easier to encode than to decode at
the character level. Since the models are outputting
English and use an 8k English vocabulary, they are
able generate coherent text even when the source
side uses character-level Korean representations.

6.2 Aside: Full English«>Korean Corpus

Most of the full English<+Korean corpus experi-
ments had uninteresting results, so they are moved
to Appendix C, but we cover one interesting exper-
imental result in Section 6.2.1.

In general, in the full corpus setting, we observed
no advantage to using jamo- or byte-level modeling
over syllable-level BPE. In both directions, the dif-
ference in performance of the best positional jamo-
level model and the best syllable-level model was
within 0.3 BLEU, with the best byte-level models
being only slightly worse. Adding dropout to any of
the models did not noticeably improve model per-
formance, and sometimes degraded quality, in line
with past research about subword regularization in
high-resource settings (Provilkov et al., 2020).

6.2.1 English—Korean Full Corpus,
Restricted Vocabulary

We now turn to an interesting experimental result
from the full English<»Korean corpus: the En—Kr
restricted-vocabulary setting (Table 3).

Given that syllable-level models are acting essen-
tially as character-level models at this setting, we
expect the byte- and positional jamo-level models
to perform better than them. We see this to be true
as the syllable-level models lose nearly 4 BLEU,
showing how difficult it is for the model to learn
robust embeddings for such a small vocabulary as
the syllables appear in such diverse contexts. Since
this is a large corpus, we also expect dropout to
have little effect on performance of byte- and posi-
tional jamo-level models, and we see that they have
similar BLEU, cHRF, and COMET scores.

6.3 Korean<«>Jeju-eo

This experiment, shown in Table 4, is a low-
resource translation task between two highly re-



Representation Dropout (p = 0.1) ‘ BLEU cHRF COMET Representation Dropout (p = 0.1) ‘ BLEU cHRF COMET
None 1550 3843  87.47 None 3230 59.83  80.49
English 1599 3887  87.86 Korean 3336 60.73 8102
Syllable Korean 1642 3963  88.14 Syllable English 3213 5927 80.23
Both 1631 39.53  88.18 Both 3274 5973 80.67
None 1519 3823  87.32 None 3221 5980  80.37
Buie English 1577 3887  87.89 Buie English 3231 5983 80.46
Y Korean 1550 38.60  87.33 ¥ Korean 3156 5873 79.83
Both 1524 3820  87.07 Both 3131 5823  79.53
None 1553 3833  87.36 None 3225 59.87 8034
Positional English 1574  38.60  87.63 Positional Korean 3301 6040  81.01
; Korean 16.10  39.23 87.91 i English 31.67 58.73 79.87
Both 16.63 3977  88.28 Both 3274 5970 80.70
. None 1578 3880  87.37 i None 3293 6040  80.78
Syllable (restricted) English 1605 3820  87.68 Syllable (restricted) English 3331 60.60  80.97
None 1582 3880  87.50 None 3281 60.17  80.63
Byte (restricted) English 1647 39.67  88.07 Byte (restricted) Korean 3232 5993 80.43
yie et Korean 1544 3830  87.05 yie (e English 3299 6027  80.72
Both 1559 3847  87.12 Both 3258  60.00  80.53
None 1591 39.00  87.54 None 3284 6037 8071
Positional (restricted) English 16.52  39.77 88.13 Positional (restricted) Korean 32.84 60.23 80.81
ostional {restricte Korean 1620 3937  87.84 ositionat {restricte English 33.08 6030 8074
Both 1643 3957 8813 Both 3271 5993 8049
(a) English—Korean (b) Korean—English

Table 2: Experimental results’ for the truncated English«+Korean corpus (Section 6.1). Models marked "(restricted)"

are for the restricted Korean vocabulary setting.

Representation Dropout (p = 0.1) ‘ BLEU cHRF COMET
. None 16.75  40.17 86.63
Syllable (restricted) English 1678 4027  86.63
None 20.61  44.65 90.36
s English 20.59  44.50 90.31
Byte (restricted) Korean 2016 4415 90.03
Both 19.46  43.13 89.65
None 20.65 44.63 90.33
. . English 20.77 44.67 90.37
Positional (restricted) Korean 2050 44.43 9028
Both 20.14  44.23 90.19
English—Korean

Table 3: Experimental results’ for the restricted vocabu-
lary full English—Korean corpus (Section 6.2.1).

lated languages. In both language directions, posi-
tional jamo-level BPE far outperforms syllable- and
byte-level BPE in both BLEU and CHRF. In the
most extreme case, for Korean—Jeju-eo, the posi-
tional jamo-level model with dropout on both sides
outperforms the best syllable-level and byte-level
models by roughly 0.6 and 1.0 BLEU, respectively.

The same is seen in the restricted vocabulary
setting, where again positional jamo-level model
with dropout on both sides is the best perform-
ing model. In Jeju-eo—Korean, the syllable-level
model slightly outperforms the positional jamo-
level model without dropout. However, the syllable-
level model is not able to utilize dropout (since
it uses character-level vocabulary), while apply-
ing dropout on both sides on the positional jamo-
level model improves the model by more than 2.3
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BLEU. The Korean—Jeju-eo restricted vocabulary
setting is similar. However, here, the no-dropout
syllable-level model performs worse than both the
byte- and positional jamo-level base models with-
out dropout. When dropout is applied, positional
jamo-level model outperforms the best byte-level
model by 0.4 BLEU and the syllable-level model
by nearly 3 BLEU. We observe similar results for
CHRF, where positional jamo outperforms syllable-
and byte-level models.

7 Analysis

Overall, we observe that using jamo-level subword
tokenization performed on-par with or better than
syllable-level tokenization in non-dropout settings
and with large vocabularies. This is to be expected,
especially at large vocabulary sizes where the jamo-
level tokenizers converge to syllable-level tokens.
One hypothesized benefit of using jamo-level
subwords is that the increased amount of subword
regularization would lead to better modeling. This
was most clearly observed in the lowest-resource
setting (Korean<+Jeju-eo), but we also observed
it in the English—Korean tasks. In the highest re-
source setting, dropout did not improve modeling
quality at all, but this is in line with other research
(Provilkov et al., 2020). For Korean<+Jeju-eo, not
only did positional jamo-level models with dropout
score better than all other models (with or without



Representation Dropout (p = 0.1) ‘ BLEU CHRF
None 69.52  79.67

Jeju-eo 70.76  80.60

Syllable Korean 7040  80.37
Both 71.58  81.30

None 68.02 78.30

Byte Jeju-eo 70.21  80.10

y Korean 69.69 79.65

Both 71.62  81.30

None 68.97 79.03

Positional Jeju-eo 71.17  80.87
osthona Korean 7027  80.13
Both 72.06 81.67

Syllable (restricted) None 69.67 79.86
None 68.81 78.93

. Jeju-eo 70.51  80.33

Byte (restricted) Korean 69.74  79.67
Both 71.44  81.10

None 69.50 79.60

. . Jeju-eo 70.85  80.70
Positional (restricted) Korean 7031 80.23
Both 71.82 81.56

(a) Jeju-eo—Korean

Representation Dropout (p = 0.1) ‘ BLEU CHRF
None 4327 56.37

Korean 44.54  57.40

Syllable Jeju-eo 4406  56.97
Both 4533 58.13

None 4270  55.57

Byte Jeju-eo 4417 5713

Y Korean 4381  56.53

Both 4495 57.73

None 4349 5647

Positional Korean 4436  57.10
Jeju-eo 4427  57.07

Both 4596 58.50

Syllable (restricted) None ‘ 42.83  56.03
None 4370  56.50

s Jeju-eo 4446  57.20

Byte (restricted) Korean 5377 5657
Both 4532  58.00

None 4391 56.60

.. . Jeju-eo 4488 57.63
Positional (restricted) Korean 4470 57.30
Both 45.72 58.33

(b) Korean—Jeju-eo

Table 4: Experimental results’ for the Korean<+Jeju-eo corpus (Section 6.3). Models marked "(restricted)" are for
the restricted vocabulary setting. Jeju-eo is not supported by COMET, so that metric is omitted.

dropout), but also the gain in performance over the
non-dropout baseline was larger, suggesting that
the additional tokenizations available for subword
regularization is truly beneficial.

A qualitative analysis found that most tokens
in the jamo-level vocabularies essentially syllable-
level tokens and that these tokens made up the vast
majority of actually-observed tokens in the tok-
enized corpora. This suggests that the additional
morphological information available in jamo-level
subwords may not be very useful, or it may also
just be an artifact of the BPE tokenization algo-
rithm, which merges tokens greedily, and another
tokenization algorithm like UnigramLM (Kudo and
Richardson, 2018) might make better use of tokens
that do not fit in syllable boundaries. Further, in all
of the small vocabulary settings with Korean as the
output, positional jamo-level models performed the
best. This demonstrates that positional jamo repre-
sentations form more useful tokens than byte-level
models and that the ability to form subword tokens
in a way that syllable models cannot is beneficial.

Across the board, byte-level models underper-
formed compared to jamo-level models, despite
having similar advantages over syllable-level mod-
els. Indeed, in every experimental setting, the jamo-
level model outperformed the equivalent byte-level
model (irrespective of corpus, vocabulary size,
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or dropout). This suggests that the salient differ-
ence is that byte-level models fail to preserve sub-
syllable morphological information that is captured
by jamo-level models and leads to better modeling.

8 Related Work

Park et al. (2020b) investigate Korean tokenization
in various natural language understanding tasks.
The strategies compared include jamo and sylla-
ble character-level modeling, morphological seg-
mentation provided by MeCab-ko (Kudo, 2006),
syllable-level BPE, and word-level segmentation.
In another work, Park et al. (2020a) consider
jamo-level byte-pair encoding for Jeju-eo in a sim-
ilar way to what we explore here. However, this
is in the context of text-to-speech, and the jamo-
level subword encoding is only applied to the input
side but not to generation. For a translation task,
Park and Zhao (2020) used hierarchical syllable
and jamo-level features, but also only for encod-
ing. Jamo-level modeling has been applied to many
encoder-only tasks such as named entity recogni-
tion (Stratos, 2017; Kim et al., 2021) and sentence
classification (Cho et al., 2019). For decoding, both
Song et al. (2018) and Cognetta et al. (2023) used
jamo-level representations in character-level Ko-
rean language-modeling tasks. However, their ap-
proaches do not apply to subword-level modeling.



For Chinese and Japanese, which have large base
vocabularies due to their use of ideographs, radical-
based decomposition has been explored as a possi-
ble sub-character method to reduce the required vo-
cabulary budget and improve modeling (Shi et al.,
2015; Nguyen et al., 2017; Saunders et al., 2020;
Si et al., 2023). However, unlike Korean, radical-
based decomposition is not lossless.

9 Conclusion

We investigate jamo-level subword tokenization for
Korean machine translation based on three theoret-
ical benefits—shorter tokenized sequences and bet-
ter vocabulary allocation, exposure to sub-syllable
morphological information, and larger space of to-
kenizations for subword regularization—and show
that in two translation tasks and across multiple ex-
perimental settings, jamo-level models outperform
syllable-level models and byte-level models.

Our experimental results support the hypothe-
sized advantages of jamo-level subword model-
ing in that: 1) in small-vocabulary settings, jamo-
level models far outperform syllable-level models
(which essentially act like character-level models),
2) jamo-level models outperform byte-level mod-
els across the board (with the primary difference
between them being that jamo models preserve sub-
syllable information that byte-level models do not
and syllable-level models cannot), and 3) with the
same dropout hyperparameters, jamo-level models
both perform better than analogous syllable- and
byte-level models and also exhibit a larger increase
in performance over the non-dropout models as
compared to syllable- and byte-level models.

We conclude with the recommendation against
simply defaulting to syllable-level or byte-level sub-
word tokenization for Korean NLP, as it can lead
to poor tokenizations and loss of performance, es-
pecially in low-resource settings. We hope to have
provided sufficient basis for further exploration into
jamo-level subword tokenization with our work.

Limitations

One limitation is that we used only two datasets,
and that the Korean<+Jeju-eo pair is an extremely
closely related language pair. It would be better
to compare with other language pairs, especially
others from the CJK family. However, few high
quality datasets with Korean parallel sentences ex-
ist, so this was not possible.
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Another is that we did not do a large vocabu-
lary hyperparameter sweep. While the restricted
vocabulary settings are inherently fixed (since we
choose the vocabulary size to be the number of
unique characters in the corpus so that the syllable-
level models are forced to be as small as possible),
the other vocabulary sizes were picked arbitrarily
(though the same vocabulary sizes were used for
all models within a language pair). It is possible
that our results would change with different vocab-
ulary sizes. However, finding the best vocabulary
size is prohibitively expensive, and by arbitrarily
choosing a size and using it across all models, we
hoped to provide a fair comparison.

We also did not experiment with using large, pre-
trained models as our base encoders and decoders,
which has become common in modern NLP. The
primary reason for this is that pretrained models
come with their own tokenizers. In order to experi-
ment with a variety of tokenizers like we did in this
paper, we would need to train our own large base
models from scratch for each tokenizer, which is
prohibitively expensive and beyond the scope of
this paper.

A final limitation is that our corpora had at most
200k sentence pairs, which should be considered
low-resource. However, the full English<>Korean
had 800k sentence pairs, which is substantially
higher resource than the Korean<+Jeju-eo corpus,
but might be considered low-resource in the mod-
ern, data-rich NLP era. Our results do not scale
perfectly to the larger dataset, suggesting that as
the dataset grows, the benefits of our proposed tech-
nique diminish. However, this is not unexpected, as
many of these techniques have diminishing returns
as the vocabulary size grows (in particular, dropout
is not effective and can even be harmful in large
corpus settings (Provilkov et al., 2020)).
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A Architecture and Training Details

We used fairseq for the training.
For English<»Korean, we used the base
transformer architecture. For Korean<>Jeju-
eo, we used the smaller transformer—-iwslt
architecture. Table 5 gives the model configu-
rations and Table 6 gives the optimization and
training settings.

transformer
Embedding Dimension | 512
FFN Dimension 2048
Number of Heads 6
Number of Layers 8
Dropout 0.1
transformer-iwslt

Embedding Dimension | 512
FFN Dimension 1024
Number of Heads 4
Number of Layers 6
Dropout 0.1

Table 5: The configurations for the t ransformer and
transformer-iwslt architectures.

A.1 Tokenization and Segmentation

We use SentencePiece for BPE tokenization.
Table 8 gives the flags for the Korean and English
tokenizers.

We used SacreBLEU to compute the metrics.
The text was pre-segmented by whitespace and
punctuation with SacreMoses.
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Optimizer ADAM
B, B2 (0.9,0.98)
Learning Rate 5x 1074

4000 steps (Korean++Jeju-eo)
20000 steps (English<+Korean)
Inverse Square Root

4096

5 (English<»Korean)

8 (Korean<+Jeju-eo)

Warmup

Scheduler
Tokens-per-batch

Patience

Table 6: The optimizer and training parameters.

Corpus ‘ Train ‘ Test ‘ Valid
English<+Korean 750k | 25k | 25k
English<+Korean (truncated) | 200k | 8k 10k
Korean<Jeju-eo 160k | Sk 5k

Table 7: The size of the corpora used for each experi-
ment.

B Jamo Decomposition

For clarity, to disambiguate visually identical ini-
tial and final positional jamo, we mark them with
a subscript denoting their position. For example,
= would decompose to 1, T, 1 . For compati-
bility jamo, we always leave it unmarked (e.g, 7,
-, ).

B.1 Positional Jamo

Let c be the codepoint of any Hangul syllable, and
¢ = c¢— 0xACOO0 be its offset from the start of the
Hangul syllable range. Then, we compute ¢, v, f
(the initial consonant, vowel, and final consonant
positional jamo codepoint offsets, respectively) as:

C,

~ 588
d — (588 - i)
28
(¢ — (588 -i)) — 28 - v

i
M

f
For example, the syllable S (U+B984) gives ¢/ =

3460,1 =5 (T5 = 24),v = 18 (V18 = —), and
f=16(Fi6 = oy).

A triplet with f = 0 signifies that the syllable
does not have a final consonant. For example, 2
(U+B974), which does not have a final consonant
givesi =5=2;,v=18=—,,but f =0 = .

Recomposition of positional jamo triplets back
to syllable follows the inverse of the same algo-
rithm. Given ¢, v, and f:

c=ix 588+ v x 28+ f+ 44032
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Language | Flag

——-character_coverage=1.0

English . ) . )
——normalization_rule="identity"
Korean ——character_coverage=1.0
& ——normalization_rule="identity"
Jeju-eo -—split_by_whitespace=false

Table 8: SentencePiece tokenizer settings for each
language. All flags not listed here are set to the defaults.

produces the original syllable codepoint. Thus, to
convert a positional jamo sequence back to a syl-
lable sequence, we simply iterate through each
(i,v, f) triplet and recover the original syllables.

B.2 Compatibility Jamo

Decomposition of syllables to compatibility jamo
is a simple two-step process of first decomposing
syllables into positional jamo and then converting
the resulting positional jamo to the corresponding
compatibility jamo with the surjective mapping.
For example, & = 0, +},, O f, which is mapped
to the compatibility jamo ©, 1}, o (in the lat-
ter, the O’s are the same codepoint, while in the
former, they are distinct codepoints).

A difficulty comes in the recomposition of a com-
patibility jamo sequence back into syllables, which
requires disambiguating the compatibility jamo by
converting them back to positional jamo. Without
context, since the mapping is surjective, this is not
possible. However, since syllables always follow
(i,v, f) order, compatibility jamo can be disam-
biguated by greedily decoding the jamo sequence
from left to right via a simple state machine.

B.3 Jeju-eo Syllable Decomposition

To convert from a Unicode Private Use Area (PUA)
representation of a syllable containing araea, we
extract the initial and final like in Equation 1. Let
p be the start of the PUA range and c be the code-
point in the PUA range we wish to decompose.
Then i = L%j and f = (¢ —p) mod |Z|. This
produces positional jamo for the initial and final
consonants, which can be mapped to compatibility
jamo as usual.

To reverse the process, given an initial and final
(positional) consonant, we compute ¢ X Z+ f +p to
recover the PUA-indexed codepoint corresponding
to the syllable (Z;, -, Fy).

The same is done for ssang-araea, but with a
separate PUA.
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C Full Results

Tables 9, 10, and 11 contain the full experimen-
tal results. Specifically, they all contain the Com-
patibility Jamo experiments (which were omitted
due to space from the main paper’s tables) and the
full-sized English<+Korean corpus results (only a
subset of this corpus was presented in Table 3).
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Representation Dropout (p = 0.1) ‘ BLEU CcHRF COMET Representation Dropout (p = 0.1) ‘ BLEU CcHRF COMET

None 1550 38.43 87.47 None 3230 59.83 80.49
Syllable English 1599  38.87 87.86 Syllable Korean 33.36  60.73 81.02
4 Korean 1642 39.63 88.14 Y English 32,13 59.27 80.23
Both 16.31  39.53 88.18 Both 3274  59.73 80.67
None 15.19  38.23 87.32 None 3221 59.80 80.37
Byte English 15.77  38.87 87.89 Byte English 3231  59.83 80.46
y Korean 1550  38.60 87.33 y Korean 31.56 58.73 79.83
Both 15.24  38.20 87.07 Both 31.31 58.23 79.53
None 1532 38.00 87.13 None 32.18 59.77 80.25
Compatibilit English 15.74  38.50 87.66 Compatibilit Korean 32.85 60.20 80.81
patibHity Korean 1625 3950  88.06 patibtiity English 3171 5897  79.98
Both 1623 39.27 87.99 Both 31.97  58.90 80.08
None 15.53  38.33 87.36 None 3225 59.87 80.34
Positional English 15.74  38.60 87.63 Positional Korean 33.01 60.40 81.01
Korean 16.10  39.23 87.91 English 31.67 58.73 79.87
Both 16.63  39.77 88.28 Both 3274  59.70 80.70
. None 15.78  38.80 87.37 . None 3293  60.40 80.78
Syllable (restricted) English 1605 3820  87.68 Syllable (restricted) English 3331 60.60  80.97
None 15.82  38.80 87.50 None 32.81 60.17 80.63
Byte (restricted) English 1647  39.67 88.07 Byte (restricted) Korean 3232 59.93 80.43
y ) Korean 1544  38.30 87.05 y English 3299  60.27 80.72
Both 15.59 38.47 87.12 Both 32.58  60.00 80.53
None 15.79 3873 87.53 None 32.65 60.07 80.56
JOT " English 16.18  39.10 87.72 T . Korean 32.89  60.20 80.76
Compatibility (restricted) Korean 1600  39.10 37.68 Compatibility (restricted) English 287 6007 80.69
Both 16.21  39.30 87.88 Both 3281  60.07 80.47
None 1591  39.00 87.54 None 32.84 60.37 80.71
Positional (restricted) English 16523977 88.13 Positional (restricted) Korean 3284 60.23 80.81
Korean 1620  39.37 87.84 English 33.08  60.30 80.74
Both 1643  39.57 88.13 Both 3271  59.93 80.49

(a) English—Korean (b) Korean—English

Table 9: Full experimental results for the truncated English<»Korean corpus (Section 6.1) including Compatibility
Jamo, which was omitted in Table 2. Models marked "(restricted)" are for the restricted Korean vocabulary setting.

Representation Dropout (p = 0.1) ‘ BLEU cHRF COMET Representation Dropout (p = 0.1) ‘ BLEU cHRF COMET
None 2027 4423 90.29 None 3774 6393 8337
Sullabi English 2022 4413 90.26 Sullabl Korean 3804 6417 8357
ylable Korean 2052 44.67  90.44 ylable English 3677 6273 8278
Both 2023 4427 9032 Both 3673 6273 8277
None 1996 4400  90.22 None 3748 6373 8327
Buie English 19.88 4387  90.19 Bute English 3717 6357  83.14
Y Korean 19.19  43.10  89.70 Y Korean 3625 6223 8252
Both 1822 4177  89.01 Both 3569 6173 8224
None 2023 4413 9024 None 37.60 6380 8327
Compatibili English 19.88 4370  90.12 Compatibili Korean 3768 6383 8333
P ¥ Korean 2026 4333 9031 P Y English 3638 6243 82.52
Both 2018 4343 89.97 Both 3678 6270 8277
None 2019  44.13 9027 None 3772 6390 8337
Positionl English 1986 4377  90.15 Positionl Korean 3755 6380 8334
; Korean 2035 4440 9033 ’ English 3646 6257  82.64
Both 19.88 4370  90.09 Both 3652 6243 82.66
) None 1675 40.17  86.63 . None 3753 6377 8332
Syllable (restricted) English 1678 4027  86.63 Syllable (restricted) English 3750 63.63 8329
None 2061 4465 9036 None 3782 6397 8343
Byte (restricted) English 2059 4450 9031 Byte (restricted) Korean 3712 6357 8311
yte (restricte Korean 20.16 4415  90.03 yte trestricte English 3742 6357 8320
Both 1946 4313 89.65 Both 3672 6307 8286
None 2062 4453 9025 None 3778 6397 8344
L ) English 2065 4453 9031 " . Korean 3762 6383 8338
Compatibility (restricted) Korean 2020 4420 9018 Compatibility (restricted) English 3733 6347 8311
Both 1995 4383 90.04 Both 3720 6330  83.06
None 2065 4463 9033 None 3787 64.03  83.40
Positional (restricted) English 2077 4467 9037 Positional (restricted) Korean 3765 6387 8334
i ‘ Korean 2050 4443 90.28 ‘ English 3751 63.60 8326
Both 2014 4423 90.19 Both 3720 6330  83.08

(a) English—Korean (b) Korean—English

Table 10: Full experimental results for the full English<>Korean corpus (Section 6.1) including Compatibility Jamo,
which was omitted in Table 3. Models marked "(restricted)" are for the restricted Korean vocabulary setting.
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Representation Dropout (p = 0.1) ‘ BLEU CHRF Representation Dropout (p = 0.1) ‘ BLEU CHRF

None 69.52  79.67 None 4327 56.37
Jeju-eo 70.76  80.60 Korean 4454  57.40
Syllable Korean 7040  80.37 Syllable Jeju-eo 4406 5697
Both 71.58  81.30 Both 4533 58.13
None 68.02 78.30 None 4270  55.57
Byte Jeju-eo 70.21  80.10 Byte Jeju-eo 44.17 57.13
Y Korean 69.69  79.65 Y Korean 4381  56.53
Both 71.62  81.30 Both 4495 57.73
None 68.79  78.70 None 43.05 55.87
Compatibilit Jeju-eo 70.56  80.47 Compatibilit Korean 44.11 56.97
patibiity Korean 69.90  79.80 patibiity Jeju-eo 4397 5673
Both 7198 81.53 Both 45.65 58.30
None 68.97 79.03 None 4349 5647
Positional Jeju-eo 71.17  80.87 Positional Korean 4436 57.10
osttiona Korean 7027 80.13 ostiona Jeju-eo 4427  57.07
Both 72.06 81.67 Both 4596 58.50
Syllable (restricted) None ‘ 69.67 79.86 Syllable (restricted) None ‘ 42.83  56.03
None 68.81 78.93 None 4370  56.50
o Jeju-eo 70.51 80.33 o Jeju-eo 4446  57.20
Byte (restricted) Korean 69.74  79.67 Byte (restricted) Korean 4377 5657
Both 71.44  81.10 Both 4532 58.00
None 69.50  79.60 None 4391 56.60
. . Jeju-eo 70.85  80.70 . . Jeju-eo 4488 57.63
Positional (restricted) Korean 7031 80.23 Positional (restricted) Korean 4470 57.30
Both 71.82 81.56 Both 45.72 58.33

(a) Jeju-eo—Korean (b) Korean—Jeju-eo

Table 11: Full experimental results for the Korean<+Jeju-eo corpus (Section 6.3) including Compatibility Jamo,
which was omitted in Table 4. Models marked "(restricted)" are for the restricted vocabulary setting. Jeju-eo is not
supported by COMET, so that metric is omitted.
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