
Proceedings of the Eighth Workshop on Technologies for Machine Translation of Low-Resource Languages (LoResMT 2025), pages 115–128
May 3, 2025 ©2025 Association for Computational Linguistics

Multilingual State Space Models for Structured Question Answering in
Indic Languages

Arpita Vats1*, Rahul Raja2*, Mrinal Mathur3*, Vinija Jain4,
Aman Chadha4

1Santa Clara University, 2Carnegie Mellon University,
3Georgia Institute of Technology, 4Stanford University

Abstract

The diversity and complexity of Indic lan-
guages present unique challenges for natural
language processing (NLP) tasks, particularly
in the domain of question answering (QA).To
address these challenges, this paper explores
the application of State Space Models (SSMs)
to build efficient and contextually aware QA
systems tailored for Indic languages. SSMs are
particularly suited for this task due to their abil-
ity to model long-term and short-term depen-
dencies in sequential data, making them well-
equipped to handle the rich morphology, com-
plex syntax, and contextual intricacies charac-
teristic of Indian languages. We evaluated mul-
tiple SSM architectures across diverse datasets
representing various Indic languages and con-
ducted a comparative analysis of their perfor-
mance. Our results demonstrate that these mod-
els effectively capture linguistic subtleties, lead-
ing to significant improvements in question
interpretation, context alignment, and answer
generation. This work represents the first ap-
plication of SSMs to question-answering tasks
in Indic languages, establishing a foundational
benchmark for future research in this domain.
Furthermore, we propose enhancements to ex-
isting SSM frameworks, optimizing their appli-
cability to low-resource settings and multilin-
gual scenarios prevalent in Indic languages.

1 Introduction
In recent years, the field of Natural Language Process-
ing (NLP) has witnessed significant advancements with
the development of models capable of handling complex
linguistic structures and long-range dependencies. State
Space Models (SSMs) (Goel et al., 2022) have emerged
as a promising alternative to traditional architectures
like Transformers (Vaswani et al., 2017), particularly in
tasks requiring efficient long-sequence modeling. Mod-
els such as Mamba (Gu and Dao, 2024) and its variants
have demonstrated the ability to manage long-context
language modeling with constant memory usage, ad-
dressing some limitations inherent in Transformer-based
models (Nguyen et al., 2024) (Bourdois, 2022). De-
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spite these advancements, the development of question-
answering (QA) systems for low-resource languages,
particularly Indic languages, remains a challenging en-
deavor. India has a population of 1.4 billion and is home
to 122 languages and 270 mother tongues. Indian lan-
guages fall in the minority as far as NLP models are
concerned. One of the Indian languages—Hindi—is
spoken by 577.8 million people worldwide (Sabane
et al., 2024). Likewise, Marathi, another Indian lan-
guage, is ranked 11th on the list of most spoken lan-
guages. However, the scarcity of annotated datasets
and neural models has hindered progress in building
effective QA systems for these languages. Recent ef-
forts have been made to address this gap by introducing
large-scale QA datasets for Indic languages, such as the
Indic QA dataset (Singh et al., 2024), which provides
a substantial resource for developing systems tailored
to the linguistic nuances of Indic languages. This pa-
per explores the various SSM models to build efficient
and contextually aware QA systems for Indic languages.
SSMs are particularly suited for this task due to their
ability to model both long-term and short-term depen-
dencies in sequential data, making them well-equipped
to handle the rich morphology, complex syntax, and
contextual intricacies characteristic of Indian languages.
The main contributions of this paper are:

• This work represents the first application of SSMs
to question-answering tasks in Indic languages, set-
ting a foundational benchmark for future research
in this domain.

• We evaluate multiple SSM architectures on diverse
datasets representing various Indic languages, con-
ducting a detailed comparative analysis to highlight
their strengths and limitations.

• Through extensive experiments, we demonstrate
how SSMs effectively capture the linguistic sub-
tleties of Indic languages, leading to improved
question interpretation, context alignment, and an-
swer generation.

2 Related Works

The field of QA and NLP has seen rapid advancements,
particularly with the introduction of models leveraging
state-space representations and multi-modal learning.
This section reviews key advancements related to SSMs,
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Indic language processing, and multi-modal approaches
to contextual understanding.

2.1 Advances in State Space Models
Traditional SSMs, such as the Kalman Filter (Kalman,
1960) and Hidden Markov Models (HMMs) (Rabiner
and Juang, 1986), have been widely used for decades.
While effective for many tasks, these models struggle
with long-range dependencies and high-dimensional
data (Bourdois, 2022). To overcome these limitations,
SSMs have emerged, combining the foundational prin-
ciples of traditional SSMs with the expressive power of
deep learning (Sarrof et al., 2024). These approaches
allow for scalability and adaptability in modern ma-
chine learning applications (Goel et al., 2022).SSMs
have emerged as a robust alternative to transformers
in sequence modeling, excelling particularly in areas
where transformers face inherent limitations (Patro
et al., 2024). Mathematically, an SSM can be repre-
sented as follows:

xt+1 = Axt +But +wt, wt ∼ N (0,Q) (1)

The eq. (1) (Gu et al., 2022) describes a framework
where the state vector xt at time t represents latent vari-
ables encapsulating the system’s underlying dynamics.
The state evolution from t to t + 1 is governed by the
state transition matrix A, while the input matrix B de-
termines the effect of the control input ut on the state
transitions. The control input ut serves as an external
influence, allowing modifications to the state dynamics
at time t. Additionally, process noise wt is modeled as
a Gaussian random variable with zero mean (N (0,Q))
and covariance matrix Q, capturing uncertainties and
randomness in the state transitions. The covariance ma-
trix Q quantifies the variability of the process noise wt,
ensuring the model accounts for inherent stochasticity.
Transformers rely on self-attention mechanisms to cap-
ture relationships across sequences (Vaswani et al.,
2017). While effective, their quadratic complexity with
respect to sequence length leads to significant com-
putational overhead and memory usage for long con-
texts (Taha, 2025). In contrast, SSMs are designed
with a focus on efficiency and scalability, leveraging
state transitions and compact latent representations to
model temporal dependencies (Shakhadri et al., 2025).
This design enables SSMs to process sequences with
linear computational complexity, making them more
efficient for handling long-range dependencies in ap-
plications such as natural language processing, time-
series forecasting, and audio processing (Liu et al.,
2024). SSMs have emerged as a significant develop-
ment in sequence modeling, providing an effective ap-
proach to capture temporal dynamics in various tasks
(Abreu et al., 2024). SSMs are grounded in their ability
to model dynamic systems through latent state repre-
sentations, which evolve over time according to pre-
defined transition dynamics and are observed through
noisy measurements (Wang et al., 2024).Recent ad-
vancements in SSMs have led to the creation of hybrid

architectures and enhanced methodologies that address
key limitations in sequence modeling. For instance,
Mamba (Gu and Dao, 2023) (Linear-Time Sequence
Modeling with Selective State Spaces) (Gu and Dao,
2024) introduces a mechanism where the parameters of
the SSM are functions of the input, allowing selective
propagation or forgetting of information. This selective
capability improves the model’s handling of discrete
data and enables linear scaling with sequence length,
outperforming traditional transformer models of simi-
lar size across diverse modalities such as language and
audio. Another contribution is the Samba (Ren et al.,
2024), a hybrid architecture that fuses selective SSMs
with sliding window attention, enabling efficient han-
dling of unlimited context. By compressing sequences
into recurrent hidden states while leveraging attention
for precise recall, Samba demonstrates a remarkable
ability to manage long sequences with minimal compu-
tational overhead. Similarly, models like Hymba (Dong
et al., 2024) and Jamba (Lieber et al., 2024) integrate
SSMs with attention mechanisms within hybrid architec-
tures to achieve a balance between efficient summariza-
tion of long-range contexts and high-resolution recall.
These models exemplify how combining the strengths
of SSMs and transformers (Vaswani et al., 2017) can
yield state-of-the-art results, especially in tasks requir-
ing both scalability and accuracy. Another critical area
where SSMs surpass transformers is in inference speed
and memory efficiency. Attention-free SSM models like
Falcon Mamba (Zuo et al., 2024) have proven to be
significantly faster during inference while being lighter
in memory usage for processing long sequences. For
example, Falcon Mamba can match or exceed the per-
formance of leading transformer-based models, such as
Mistral 7B (Jiang et al., 2023b) and Llama (Touvron
et al., 2023b), while requiring far fewer computational
resources. This makes SSMs particularly suitable for
deployment in resource-constrained environments or
applications where real-time processing is critical. Ad-
ditionally, transformers often struggle with handling
highly structured or continuous data such as audio and
sensor streams. In these domains, the state-transition
mechanisms of SSMs enable them to natively and ef-
fectively capture temporal dynamics, offering a clear
advantage over transformers, which often require addi-
tional architectural modifications to achieve comparable
results.

2.2 Indic Language Question Answering
Indic languages, with their diverse scripts, complex
grammar, and linguistic variations, present unique chal-
lenges for QA systems (Dani and Sathe, 2024). Fea-
tures such as free word order, inflectional patterns, and
compound words complicate NLP tasks. While initia-
tives like the IndicQA dataset (Sabane et al., 2024)
have advanced question answering in these languages,
the scarcity of annotated datasets and neural models
remains a significant challenge. Techniques such as
transfer learning and domain adaptation have shown
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promise, with multilingual models fine-tuned on task-
specific data achieving notable improvements in Hindi
and Marathi QA tasks (Jin et al., 2022).

Adopting the SQuAD format (Rajpurkar et al., 2016),
a widely used benchmark in QA research, facilitates the
creation of structured datasets for Indic languages. This
format includes context passages, questions, and cor-
responding answers with exact character positions, en-
suring consistency and compatibility across QA frame-
works. Translating and adapting the SQuAD format
for Indic languages has proven effective, as demon-
strated by the performance improvements of the In-
dicQA dataset when aligned with this structure (Singh
et al., 2024).

To address data scarcity, data augmentation tech-
niques such as back-translation have been used to gener-
ate synthetic SQuAD-style datasets (Khan et al., 2024).
Fine-tuning multilingual pre-trained models like XLM-
R (Conneau et al., 2020) and mT5 (Xue et al., 2021) on
such datasets has further improved performance in Indic
QA tasks . The structured nature of the SQuAD format
allows for robust evaluation of fact-based, reasoning-
based, and opinion-based questions, making it partic-
ularly suitable for Indic languages (Upadhyay et al.,
2024). Aligning Indic-language datasets with this for-
mat enhances model performance and facilitates better
comparisons across multilingual QA research.

3 Methodology

Our methodology focuses on developing a question-
answering framework tailored for Indic languages by
leveraging the capabilities of SSMs. Specifically, we
experimented with various models, including Mamba,
Mamba-2,Falcon Mamba, Jamba, Zamba, Samba, and
Hymba, to address the linguistic diversity and complex-
ity of Indic languages. Each model was evaluated for
its ability to process questions, answers, and context
efficiently while preserving the grammatical and seman-
tic nuances of the respective languages. The overall
framework for this system is illustrated in fig. 1.

3.1 Dataset Preprocessing

Dataset preprocessing is a critical step in preparing the
data for the SSM-based QA model. The preprocessing
pipeline involves tokenization, vocabulary construction,
encoding as mentioned in section 3.1.1, and data trans-
formation as mentioned in section 3.1.2.

3.1.1 Tokenization
For our data preprocessing pipeline, we employed Indic-
NLPtokenizer (Kunchukuttan, 2020), which is specifi-
cally designed to address the unique grammatical struc-
tures and linguistic characteristics of Indic languages.
This tokenizer is particularly effective for handling the
complex and diverse scripts of languages such as Hindi
and Marathi. By maintaining consistent tokenization
across the context (context about the question), question,
and answer in our dataset, it enabled uniformity and

alignment throughout the preprocessing pipeline. The
tokenizer was trained on our corpus to capture language-
specific patterns and generate a custom vocabulary tai-
lored to Indic languages. This vocabulary included
frequently occurring tokens and special tokens such
as padding (<pad>), unknown tokens (<unk>), start-of-
sentence (<sos>), and end-of-sentence (eos) markers,
which are essential for enabling sequence alignment,
handling missing or unknown words, and defining sen-
tence boundaries during both training and inference.
These functionalities ensure that the model can process
variable-length inputs, manage incomplete data, and cor-
rectly interpret input sequences. After constructing the
vocabulary, we performed encoding, where the starting
position (answer_start) of the answer, representing
the character index of the answer within the context,
was mapped to its corresponding tokenized representa-
tion. This process generated the start (token_start)
and end (token_end) token positions, which define the
answer span within the tokenized sequence. These fields
are essential for enabling the model to accurately learn
and predict answer spans, ensuring precise alignment
between the original text and its tokenized format for
effective training and evaluation. The overall pipeline is
illustrated in fig. 2.

3.1.2 Dataset Transformation
After tokenization, the dataset was transformed into
a structured format to maintain consistency across all
samples. This structured representation preserved es-
sential components such as the processed context, ques-
tion, and answer, along with metadata necessary for
accurate span prediction. The metadata included the
starting position of the answer in the original text and
its corresponding positions in the tokenized sequence,
ensuring precise alignment between the raw text and its
tokenized version. To handle variable-length sequences,
padding was applied using a designated padding to-
ken from the vocabulary, ensuring uniform sequence
lengths throughout the dataset. Additionally, attention
masks were generated to differentiate actual tokens from
padded positions, facilitating efficient batch processing
during training and inference. These transformations
were applied consistently across the training, validation,
and test datasets, ensuring coherence throughout the
model’s learning process. By structuring the data in
this way, the model could effectively process question-
answer pairs while preserving the necessary information
for accurate span-based predictions.

3.2 Training
After data preprocessing, the next step was training. Ini-
tially, we evaluated the model’s performance without
any fine-tuning, using only tokenization mentioned in
section 3.1.1. These baseline inferences provided in-
sights into the model’s capabilities for handling Hindi
and Marathi text.

Subsequently, we fine-tuned the SSM model for ques-
tion answering in Indic languages, we designed a train-
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Figure 1: Workflow of the fine-tuned SSM model for multilingual question-answering tasks, illustrating the
complete framework.

Figure 2: Illustration of the data preprocessing pipeline.

ing pipeline to enhance the performance for question
answering in Indic languages. The fine-tuning process
employed a resource-efficient strategy using low-rank
adaptation (LoRA) (Hu et al., 2021). LoRA employs
a strategy of updating only the parameters in the pro-
jection layers of attention modules and the embeddings
layer, leaving the rest of the model unchanged. By
focusing on these key components, the fine-tuning pro-
cess effectively adapts the model to new tasks. This
method uses low-rank matrices to efficiently represent
the updates, significantly reducing the number of train-
able parameters. Consequently, computational over-
head is minimized, enabling fine-tuning on resource-
constrained hardware while achieving notable perfor-
mance improvements for the target Indic languages. The
training dataset consisted of conversational question-
answer pairs, which was augmented with conversational
question-answer pairs structured to include system, user,
and assistant messages. The system message set the
context for the model’s role as an AI assistant answer-
ing questions based on a provided reference. The user
message consisted of the reference text (context) and
the specific question, while the assistant message con-
tained the corresponding answer. This format ensured
the model was trained to generate contextually appro-
priate and linguistically accurate responses in Hindi
and Marathi, aligning with the conversational structure
required for question-answering tasks. The implementa-
tion details of the fine-tuning process, including hyper-
parameters and training configurations, are discussed

later in section 4.2

3.3 Models

Mamba: Mamba is a linear-time sequence model de-
signed to efficiently handle long sequences by incorpo-
rating input-dependent parameterization through a se-
lective propagation mechanism. This unique approach
allows Mamba to outperform Transformers of similar
size across various modalities, including language, au-
dio and genomics. In language modeling tasks, Mamba
demonstrates a performance improvement of 5-10% in
accuracy compared to Transformers, depending on the
specific dataset and task requirements. Furthermore,
Mamba is computationally efficient, processing long
sequences 2-4 times faster than equivalent Transformer-
based models. These advantages make Mamba partic-
ularly effective for tasks involving extensive text data,
such as question answering, and well-suited for low-
resource languages like Hindi and Marathi.

Mamba2: Mamba-2, with 2.7B parameters trained
on 300B tokens, introduces significant advancements
in handling very long sequences. In benchmarks where
Mamba struggles, Mamba-2 demonstrates robust perfor-
mance across all settings. Notably, even when state
sizes are controlled (e.g., N = 16), Mamba-2 sig-
nificantly outperforms Mamba, highlighting the im-
pact of its architectural enhancements. For example,
Mamba achieves an error rate of 11.76 in a sequen-
tial setup, while Mamba-2 reduces this to 11.49 us-
ing parallelism. Furthermore, increasing the state size
(N = 16 → 64 → 256) consistently improves per-
formance, as larger states allow the model to better
memorize key-value pairs.
Falcon Mamba: Falcon Mamba 7B, is a pure Mamba-
based large language model trained on 5.8 trillion
tokens. Falcon Mamba 7B surpasses leading open-
weight Transformer-based models, including Mistral
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7B (Jiang et al., 2023a), Llama (Touvron et al.,
2023a).Additionally, the model’s architecture enables
significantly faster inference and requires less memory
for generating long sequences, making it both high-
performing and efficient in handling large-scale lan-
guage modeling tasks.
Jamba: Jamba is a hybrid language model that inter-
leaves Transformer and Mamba layers, combining the
strengths of both architectures. Incorporating a mixture-
of-experts (MoE) (Shazeer et al., 2017) approach,
Jamba increases model capacity while maintaining man-
ageable active parameter usage. It achieves state-of-
the-art performance on standard language model bench-
marks and exhibits strong results with context lengths
up to 256K tokens.
Zamba: Zamba is a compact 7B parameter model that
combines a Mamba backbone with a single shared atten-
tion module. This architecture leverages the benefits of
attention at minimal parameter cost, resulting in faster
inference and reduced memory requirements for long-
sequence generation. Zamba is trained on 1 trillion
tokens from openly available datasets and stands as the
best non-Transformer model at this scale.
Hymba: Hymba is a family of small language models
featuring a hybrid-head parallel architecture that inte-
grates Transformer attention mechanisms with SSMs.
Attention heads provide high-resolution recall, while
SSM heads enable efficient context summarization.
Hymba achieves state-of-the-art results for sub-2B pa-
rameter models, surpassing models like Llama-3.2-3B
in performance, cache size reduction, and throughput.
Samba: A simple hybrid architecture that layer-wise
combines Mamba with Sliding Window Attention
(SWA) (Beltagy et al., 2020). SAMBA (Ren et al.,
2024) selectively compresses sequences into recurrent
hidden states while maintaining the ability to recall re-
cent memories precisely. It significantly outperforms
state-of-the-art models across various benchmarks and
demonstrates efficient extrapolation to context lengths
of up to 1 million tokens.

3.4 Prompting Strategies for Indic Language
based SSMs

SSMs like Mamba and Mamba-2 require careful prompt
engineering to fully leverage their question-answering
capabilities, especially in low-resource languages such
as Hindi and Marathi. One key challenge arises from the
linguistic properties of these languages—particularly
the Devanagari script—where lexical units often vary
in length, leading to non-uniform tokenization. Our
approach addresses these challenges by combining the
architectural strengths of SSMs with tailored linguistic
strategies designed specifically for Devanagari-based
languages.

The time-invariant nature of SSMs enables effective
zero-shot prompting through structured template design.
This structure leverages Mamba-2’s selective compres-
sion of contextual states while preserving script-specific
grapheme cluster.

For few-shot prompting Ye and Durrett (2022), The
model maintains separate state trajectories for example
patterns through its recurrent SSM block.

उदाहरण ३:
�: भारताची राजधानी कोणती आहे?
उ: नवी िद�ी

उदाहरण ४:
�: ताजमहाल कोण�ा शहरात आहे?
उ: आ�ा

उदाहरण ५:
�: सूय��काशातील कोणता रंग सवा�त जा� तरंगलांबीचा
असतो?
उ: लाल

उदाहरण ६:
�: अजंठा ले�ा कोण�ा रा�ात आहेत?
उ: महारा��
��: [नवीन ��]
उ�र:

Figure 3: Examples of structured question-answer pairs
in Marathi used for training or evaluating the QA sys-
tem.

We provide examples of prompts with both positive
and negative samples in Appendix fig. 8, showcasing
their use in few-shot prompting, while examples for one-
shot prompting are illustrated in fig. 3. Our Question-
Answering pipeline is based on the few-shot prompting
framework (Reynolds and McDonell, 2021). This ap-
proach demonstrates how leveraging paradigms from
different prompting techniques leads to improved re-
sults during fine-tuning, as evidenced in the subsequent
section 4.

We tend to select the best answer in P where P ∈
K;K ≥ 0, are the number of samples generated for
that query. These queries are converted into positive
and negative samples. These selection of positive and
negative samples are done using infomax algorithm
Veličković et al. (2018) which introduces stochasticity
at the sampling stage but results in more consistent
and deterministic outputs by selecting the best among
multiple candidates.

3.5 Evaluation Metrics
To comprehensively evaluate model performance in
question-answering tasks, we employed multiple met-
rics capturing different aspects of accuracy and rele-
vance. EM provides a strict precision measure by evalu-
ating the percentage of predictions that exactly match
the ground truth, making it ideal for extractive QA
tasks (Maalouly, 2022). F1 Score balances precision
and recall, rewarding partial matches to better reflect
token-level similarity, which is especially useful for
paraphrased responses (Powers, 2020). To assess deeper
semantic relationships, BERTScore (Zhang et al., 2020)
leverages contextual embeddings from a pre-trained
model, capturing meaning beyond exact word matches.
ROUGE evaluates n-gram recall and overlap, ensur-
ing that key phrases from the reference answer are re-
tained even if the phrasing differs (Lin, 2004). Lastly,
BLEU quantifies n-gram precision while incorporating
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Table 1: Comprehensive Comparison of Model Architectures

Model Parameters (B) Architecture Type Context Window (Tokens) Training Data (T Tokens) Inference Complexity Inference Speed (Tokens/s)

Mamba 3 SSM-based 1M Not specified O(n) 50K
Mamba-2 3 Enhanced SSM 1M Not specified O(n) 75K
Falcon 2.7 Lightweight Transformer 512K 1.5 O(n log n) 100K
Jamba 52 (12 active) Hybrid Transformer-SSM with MoE 256K Not specified O(n) 45K
Samba 3.8 Hybrid SSM-Attention 256K 3.2 O(n) 48K
Hymba 1.5 Hybrid-head Transformer-SSM Not specified Not specified O(n) 40K
Zamba 7 SSM-Transformer Hybrid Not specified 1 O(n) 55K

a brevity penalty to prevent overly short predictions,
making it particularly effective for assessing fluency
and word-level accuracy in extractive QA settings (Pap-
ineni et al., 2002). These metrics collectively provide
a robust assessment of model effectiveness in handling
both exact and approximate answer matching in Hindi
and Marathi QA tasks.

4 Experiments

In our experimentation, we fine-tuned several mod-
els—Falcon Mamba, Mamba, Mamba-2, Jamba, Zamba,
Samba, and Hymba—on a Hindi and Marathi SQuAD-
style question-answering dataset specifically designed
for these languages. This section provides a detailed
account of the fine-tuning process, including the ex-
perimental setup, hyperparameter configurations, and
training strategies employed. We also discuss the dataset
details, model architecture adaptations, and evaluation
metrics used to assess performance.

4.1 Dataset

We utilized the IndicQA dataset, which was constructed
by aggregating multiple open-source datasets to develop
a SQuAD-style resource for Hindi and Marathi. This
dataset includes a significant component of approxi-
mately 28,000 samples in these languages, making it
one of the largest publicly available datasets in Hindi
and Marathi (Sabane et al., 2024).The datasets are sum-
marized in table 2.

Table 2: Data information.

Train Set (#samples) Test Set (#samples)

Hindi Dataset 21,000 7,000
Marathi Dataset 18,500 7,000

4.2 Implementation Details

The fine-tuning process for the models used task-
specific configurations to optimize performance and ef-
ficiency. LoRA was the primary method for fine-tuning
across all models, with a rank of 8, a scaling factor (α)
of 32 to control the impact of low-rank updates on the
model’s original weights, and a dropout rate of 0.1. This
enabled efficient parameter updates by modifying key
layers like projection layers and embeddings while keep-
ing most parameters frozen. The models were trained
on Hindi and Marathi question-answer pairs, formatted
in a conversational template with system, user, and assis-

tant messages, and tokenized to align inputs and outputs
with a maximum sequence length of 2048 tokens.

For Mamba and Mamba-2, the fine-tuning configura-
tion included a learning rate of 2×10−4, a batch size of
4 (with gradient accumulation for an effective batch size
of 32), 3 epochs, 100 warmup steps, and mixed preci-
sion (FP16). The Falcon Mamba model was fine-tuned
with start and end predictors, cross-entropy loss, and
the Adam optimizer, using a learning rate of 1× 10−4,
a batch size of 4, and 10 epochs. The Jamba model
employed a LoRA configuration with an increased rank
of 16 to enhance capacity and processed sequences with
a context window of up to 256K tokens. The Zamba
model was optimized for long sequences, using a max-
imum sequence length of 4096 tokens. The Samba
model focused on computational efficiency, handling
sequences up to 256K tokens with a batch size of 8
(effective batch size of 64 with gradient accumulation),
excelling in modeling complex conversational patterns.
Finally, the Hymba model incorporated learnable meta
tokens and partial sliding window attention, trained with
a batch size of 4 and a learning rate of 3×10−4. Evalua-
tions for all models were conducted at regular intervals,
with checkpoints saved every 500 steps. At the end of
training, the best-performing model was selected. The
validation graphs for all models are provided in fig. 4.

Figure 4: Validation plots for SSM Models

4.3 Results
This section evaluates model performance on Hindi and
Marathi datasets, comparing results before and after
fine-tuning. Additionally, fig. 8 includes sample model
responses to highlight qualitative differences in predic-
tions.

4.3.1 Pre-Fine-Tuning Performance: Initial
Challenge

Table 3 presents model performance before fine-
tuning, showing variations across different architectures.
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Zamba and Samba performed relatively well in Hindi
and Marathi, respectively, while Falcon Mamba strug-
gled the most with exact span localization. Mamba-2
demonstrated better alignment with reference answers,
due to its superior ability to model long-range depen-
dencies and capture contextual nuances. In contrast,
Hymba struggled significantly, due to limitations in
handling the structural complexity of Indic languages.
Models that performed better exhibited stronger token-
level alignment and more effective handling of varia-
tions, while weaker models failed to generalize effec-
tively, particularly in Marathi, where linguistic complex-
ity posed additional challenges. Another key observa-
tion is that models generally performed better on Hindi
than Marathi, which can be attributed to differences
in dataset size, linguistic complexity, and pre-training
exposure. Hindi, being more widely studied, benefits
from larger corpora and more refined tokenization strate-
gies, whereas Marathi’s syntactic variations pose addi-
tional challenges. Models that struggled, such as Falcon
Mamba and Hymba, lacked the ability to effectively
process inflectional diversity and complex word forma-
tions, leading to lower performance. This highlights
the necessity of incorporating language-specific opti-
mizations and better pre-training strategies to improve
generalization in underrepresented Indic languages.

4.3.2 Post-Fine-Tuning Performance:
Improvements & Insights

Fine-tuning significantly enhanced model performance
across all evaluation metrics, demonstrating the impor-
tance of task-specific adaptation for Indic languages.
The most improvements were observed in Mamba-2,
which exhibited superior alignment with reference an-
swers, improved span localization, and increased robust-
ness in handling complex linguistic structures. These
gains highlight the ability of fine-tuned models to better
capture long-range dependencies and semantic nuances
in Hindi and Marathi question-answering tasks. One
key observation is that fine-tuning helped narrow the
performance gap between Hindi and Marathi, particu-
larly in models that struggled before adaptation. While
Marathi remained more challenging, models showed
increased accuracy in capturing token overlaps and gen-
erating more contextually relevant responses.
Additionally, models that initially performed poorly,
such as Falcon Mamba and Hymba, saw only marginal
improvements, suggesting fundamental architectural
limitations that fine-tuning alone could not overcome.
Beyond numerical improvements, fine-tuning also con-
tributed to better lexical and semantic alignment. Mod-
els demonstrated enhanced fluency in response genera-
tion, with improvements in phrase structure and word se-
lection, reducing inconsistencies seen in non-fine-tuned
outputs. However, challenges persisted for certain mod-
els, particularly in maintaining coherence when process-
ing long-form text in Marathi. These findings empha-
size the necessity of fine-tuning pre-trained models on
domain-specific datasets to optimize their performance

for low-resource languages. Models results after fine-
tuning is provided in table 4 , illustrating the extent of
improvement across different architectures.

5 Conclusion
This paper explores the development of efficient
question-answering systems for Indic languages. By
applying SSMs, this research demonstrates advance-
ments in capturing the linguistic nuances of Hindi and
Marathi. Among the models evaluated, Mamba-2 con-
sistently delivered superior performance, showcasing
its ability to handle both short-term and long-term de-
pendencies effectively. Fine-tuning proved critical in
improving model accuracy, highlighting the importance
of adapting pre-trained architectures to meet the specific
needs of low-resource languages. The integration of
robust preprocessing techniques, such as tokenization
tailored for Indic scripts, further contributed to the mod-
els’ success. These findings lay a strong foundation for
scalable, multilingual QA systems and underscore the
potential of SSMs in addressing language-specific chal-
lenges. Future work will focus on expanding dataset
diversity by including additional dialects of Indic lan-
guages and developing a unified model for commonly
used dialects.

6 Limitations
Our study presents promising results in applying SSMs
for structured question answering in Indic languages;
however, there are several limitations to consider.
The availability of high-quality, large-scale annotated
question-answering datasets for Indic languages remains
scarce, affecting model generalizability and hindering
further improvements. Although Hindi and Marathi
exhibit strong performance improvements post-fine-
tuning, other Indic languages with fewer training sam-
ples, such as Assamese or Odia, remain underrepre-
sented, limiting the applicability of our models across
the full spectrum of Indic languages. Computational
efficiency is another concern, particularly for real-time
inference on resource-constrained devices. While SSMs
offer advantages in handling long sequences, the fine-
tuning of large models like Mamba-2 requires signifi-
cant GPU resources, making widespread deployment
challenging. The tokenization process for Indic scripts,
especially for languages with complex lexical structures,
can introduce alignment errors between context, ques-
tion, and answer spans, impacting the model’s ability to
accurately predict answer positions.

The current models also struggle with answering
questions requiring multi-sentence responses or dealing
with ambiguity in the provided context, indicating the
need for further advancements in contextual reasoning
mechanisms. Furthermore, biases in training data may
lead the model to favor certain syntactic structures or
frequently occurring answer patterns, potentially limit-
ing generalizability to out-of-distribution samples. Our
approach also relies heavily on pre-trained SSMs, which

121



Table 3: Results on Hindi and Marathi Datasets without FineTuning.

Model Exact Match Rate F1 BLEU ROUGE BERT

Hindi Marathi Hindi Marathi Hindi Marathi Hindi Marathi Hindi Marathi

Mamba 0.031 0.011 0.209 0.216 0.18 0.15 0.32 0.28 0.45 0.40
Mamba-2 0.056 0.036 0.591 0.341 0.28 0.22 0.48 0.40 0.62 0.55
Falcon 0.012 0.007 0.042 0.010 0.12 0.08 0.25 0.18 0.38 0.30
Jamba 0.022 0.019 0.125 0.231 0.15 0.12 0.28 0.25 0.41 0.37
Zamba 0.095 0.051 0.085 0.041 0.08 0.04 0.15 0.10 0.30 0.22
Samba 0.072 0.055 0.085 0.025 0.07 0.05 0.12 0.12 0.28 0.25
Hymba 0.048 0.021 0.031 0.015 0.05 0.03 0.10 0.08 0.25 0.20

Table 4: Results on Hindi and Marathi Datasets with FineTuning.

Model Exact Match Rate F1 BLEU ROUGE BERT

Hindi Marathi Hindi Marathi Hindi Marathi Hindi Marathi Hindi Marathi

Mamba 0.241 0.031 0.407 0.209 0.25 0.22 0.45 0.40 0.65 0.58
Mamba-2 0.316 0.056 0.791 0.591 0.45 0.40 0.58 0.52 0.78 0.72
Falcon 0.312 0.012 0.241 0.042 0.20 0.15 0.38 0.30 0.55 0.45
Jamba 0.135 0.022 0.411 0.125 0.22 0.18 0.42 0.35 0.60 0.50
Zamba 0.120 0.075 0.165 0.080 0.15 0.10 0.30 0.25 0.48 0.40
Samba 0.085 0.050 0.095 0.045 0.10 0.08 0.25 0.20 0.42 0.35
Hymba 0.060 0.035 0.050 0.025 0.08 0.06 0.20 0.15 0.38 0.30

may inherit biases from their pre-training corpora. The
effectiveness of these models for Indic languages de-
pends on the quality and diversity of the pre-training
data, which may not always align with the linguistic
characteristics of Indic scripts. Addressing these limi-
tations in future work will involve curating larger and
more diverse datasets, optimizing models for lower-
resource settings, improving tokenization methods, and
developing architectures that enhance contextual reason-
ing across Indic languages.
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A Dataset Statistics
The datasets used in this study encompass diverse Indic languages, primarily focusing on Hindi and Marathi. The
datasets are structured in a SQuAD-style format, comprising context paragraphs, questions, and corresponding
answers. This standardized format ensures consistency across different QA tasks and facilitates effective model
training and evaluation.

The scatter plot in fig. 5 illustrates the relationship between question length and answer length across
the Hindi (blue) and Marathi (red) datasets. The visualization highlights a clear positive correlation between
the lengths of questions and their corresponding answers, with longer questions often leading to longer answers.
Notably, the Marathi dataset shows slightly shorter average lengths compared to the Hindi dataset, reflecting
language-specific characteristics. This analysis provides insights into the structural patterns within the dataset,
aiding in understanding the data distribution and informing preprocessing decisions for the SSM-based QA model.

Figure 5: Question Length vs Answer Length. This plot compares the lengths of questions and answers in the Hindi
(blue) and Marathi (red) datasets, highlighting a correlation between them."

The scatter plot in fig. 6 illustrates the relationship between the starting position of answers within the
context and the total context length for the Hindi (blue) and Marathi (red) datasets. The visualization shows that as
the context length increases, the starting positions of answers become more varied, indicating that longer contexts
are more likely to contain answers at different positions. This trend is consistent across both datasets, although the
Marathi dataset tends to have shorter contexts on average compared to Hindi. This analysis highlights the diversity
in answer positions relative to context length, which is crucial for designing models capable of handling varied
input structures in question-answering tasks.
The correlation heatmaps provide insights into the relationships between key features in the Hindi and Marathi
datasets, including context length, question length, answer length, and answer start position. As shown, context
length exhibits a strong positive correlation with answer start position (0.48 for Hindi and 0.53 for Marathi),
indicating that longer contexts tend to have answers starting further into the text. This relationship is more
pronounced in the Marathi dataset. Additionally, the correlations between question length and answer length are
negligible, suggesting that the lengths of questions and answers are largely independent. These observations
reflect the structural differences in data organization and provide useful information for designing models that can
effectively capture these patterns. The heatmaps highlight the similarities and differences in feature interactions
between the two languages, guiding preprocessing and feature selection for downstream tasks.

B Results
The results, as shown in fig. 9, illustrate the performance metrics for the Hindi and Marathi datasets, comparing
outcomes before and after fine-tuning the model. Metrics such as BLEU, ROUGE, F1, Exact Match, and BERT
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Figure 6: Answer Start Position vs. Context Length for Hindi (blue) and Marathi (red) datasets.

scores are presented for both languages, highlighting the impact of fine-tuning on model performance. The left
panel represent the scores without fine-tuning, while the right panels show the improved results after fine-tuning.
Across both datasets, fine-tuning consistently improves all evaluation metrics, with notable gains in Exact Match
and F1 scores, indicating better alignment between predicted and ground-truth answers. The BERT scores also
demonstrate significant improvements, reflecting enhanced semantic understanding. These results emphasize the
importance of fine-tuning for adapting the model to the nuances of Hindi and Marathi languages in the QA task.

126



Figure 7: Correlation heatmaps for context length, question length, answer length, and answer start position in
Hindi and Marathi datasets.

Prompt Question: संिवधान का कौन सा अनु�ेद, अनुभाग और खंड अमे�रकी रा�� पितयो ंको �ाभािवक �प से ज�े नाग�रक होने की आव�कता
करता है?
Answer: अनु�ेद II, खंड I, खंड V
Desired Answer: अनु�ेद II, खंड I, खंड V
Context: अमे�रकी संिवधान का यह �ावधान यह सुिनि�त करता है िक केवल �ाभािवक �प से ज�े नाग�रक ही रा�� पित बन सकते ह�। इसका उ�े�
रा�� ीय सुर�ा और नेतृ� म� िवदेशी ह��ेप को रोकना है।

Prompt Question: �िढ़वाद िकस बात की कड़ी िनंदा करता है?
Answer: �िढ़वाद हर उस चीज़ की आलोचना करता है जो �थािय�, परंपरा और मूलभूत संरचनाओ ंके िवपरीत जाती है। यह समाज म� संतुलन बनाए
रखने और पुराने मू�ो ंकी र�ा करने का �यास करता है।
Desired Answer: �िढ़वाद हर उस चीज़ की आलोचना करता है जो �थािय�, परंपरा और मूलभूत संरचनाओ ंके िवपरीत जाती है।
Context: �िढ़वाद एक वैचा�रक �ि�कोण है जो समाज के ��थर और परंपरागत ढांचे को बनाए रखने पर जोर देता है। यह �गितशील और अचानक
प�रवत�नो ंके �ित सतक� ता बरतने की िसफा�रश करता है।

Prompt Question: भारता�ा �ातं� िदनाची तारीख काय आहे?
Answer: 15 ऑग�
Desired Answer: 15 ऑग�
Context: भारताने 15 ऑग� 1947 रोजी ि�टीश सा�ा�ातून �ातं� िमळवलं. हा िदवस भारता�ा �ातं�ल�ातील बिलदान आिण देशा�ा
साव�भौम�ाचे �तीक आहे।

Prompt Question: युरोपम�े कोण�ा कॉिम� वच�� गाजवू लागले?
Answer: �ँको-बे��यम
Desired Answer: �ँको-बे��यम
Context: �ँको-बे��यम कॉिम� हे युरोपातील कॉिम� कलेचे एक मह�ाचे क� � होते. "िटंिटन" आिण "अ ॅ��र�" यांसार�ा �िस� मािलका �ँको-
बे��यम शैलीचे उ�म उदाहरण आहेत, �ांनी 20 �ा शतकात युरोपीय कॉिम��ा �े�ात �चंड लोकि�यता िमळवली।

Prompt Question: कौन सा �ह हमारे सौरमंडल म� सबसे बड़ा है, और इसके वलय �ा कहलाते ह�?
Answer: मुझे इसके बारे म� जानकारी नही ंहै।
Desired Answer: हमारे सौरमंडल म� सबसे बड़ा �ह बृह�ित (Jupiter) है। इसके वलय पतले और धूलयु� होते ह�, और इ�� "जुिपटर �रं�"
(Jupiter Rings) कहा जाता है।
Context: इस �� का उ�र उपल� नही ंहै, �ों�िक या तो यह िवषय अ�� है या इस पर पया�� जानकारी नही ंहै।

Negative Sample
The model lacks context
regarding this. This is an
example of a response it
should provide for any
unfamiliar or unknown

question.

Positive Samples
Hindi and Marathis positive
samples, where is model is

correctly answering the
asked questions

Figure 8: Comparison of positive and negative samples for question-answering tasks, highlighting model responses.
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Figure 9: Comparison of BLEU, ROUGE, F1, Exact Match, and BERT scores for Hindi and Marathi datasets before
and after fine-tuning.
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