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Abstract
A noun’s class is a crucial component in NLP,
because it governs agreement across the sen-
tence in Niger Congo B (NCB) languages,
among others. There is a lack of computational
models for determining a noun’s class owing
to ill-documentation in most NCB languages.
A promising approach by Byamugisha (2022)
used a data-driven approach for Runyankore
that combined syntax and semantics. The code
and data are inaccessible however, and it re-
mains to be seen whether it is suitable for other
NCB languages. We solve the problem by re-
producing Byamugisha’s experiment, but then
for isiZulu. We conducted this as two indepen-
dent experiments, so that we also could subject
it to a meta-analysis. Results showed that it
was reproducible only in part, mainly due to
imprecision in the original description, and the
current impossibility to generate the same kind
of source data set generated from an existing
grammar. The different choices made in at-
tempting to reproduce the pipeline as well as
differences in choice of training and test data
had a large effect on the eventual accuracy of
noun class disambiguation but could produce
an accuracy of 83%, in the same range as Run-
yankore.

1 Introduction

There has been a resurgence of research focusing
on dialogue systems and interfaces in recent years,
through efforts focusing on building virtual assis-
tants (Dale, 2016), Large Language Model (LLM)
powered systems that are used in industry (Padró
and Saurí, 2024), and social robots (e.g., (Pu et al.,
2018; van den Berghe et al., 2019)). This trend can
also be seen in African Natural Language Process-
ing (NLP) research; where there have been efforts
to build ontology verbalisers (Keet et al., 2017;
Byamugisha, 2019; Mahlaza and Keet, 2020), de-
termine the requirements for building social robots
(Keet, 2021), and data collection aimed at build-
ing speech recognition systems (Badenhorst et al.,

2011). Within this context, noun class identifica-
tion/classification has not received a lot of atten-
tion in several African languages despite its im-
portance to these existing efforts. We demonstrate
the importance of computational methods for noun
class/category identification using an example of
a hypothetical kitchen robot that communicates
in isiZulu and French. Since French nouns are
categorised by gender, one needs the capability
to determine the gender of each noun; hence, the
robot will need to be able to select or generate the
right option from la casserole ‘thefeminine pot’
vs. le casserole ‘themasculine pot’. For a kitchen
robot to respond in isiZulu, it may need to generate
amazambane athambile ‘the potatoes are soft’ by
choosing the appropriate prefix (underlined) using
automatically detected class of the subject noun,
instead of amazambane lithambile ‘the potatoes
is soft’ or any other prefix. For isiZulu, however,
there is no computational noun class identification
model that such a robot has to rely on.

Broadening the scope of languages, the work
by (Byamugisha, 2022) produced the most promis-
ing results on this particular task, obtaining best
results using a noun’s morphological and semantic
information to identify its class, and outperforming
other approaches by a large margin. However, it fo-
cused only on three languages belonging to Guthrie
Zone J—thousands of kilometres apart from Zone
S that isiZulu is part of—and produced no open
source and re-usable tool for use with other lan-
guages. Thus, there is a need to investigate the
extent to which its findings hold for languages out-
side Guthrie Zone J.

The first, and key, task is to determine whether
the procedure of (Byamugisha, 2022) is repro-
ducible, serving as a candidate for a method also
useful for other Niger-Congo B (NCB) languages,
and if it is not, what the (in)surmountable impedi-
ments are. Second, if the approach is reproducible,
then to ascertain whether the performance of noun
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class detection is in the same range of success as
for Runyankore that Byamugisha (2022) focussed
on. Third, the aim is to make as much data and
software available as legally possible.

To investigate the former as a reproducibility
study, two co-authors gave the task to two other
authors without their knowledge, one of whom had
the sole focus of teasing out reproducibility issues
and the other as a ‘quickly reproduce it’ for it to
serve as a baseline for designing a better algorithm
to outperform said baseline. All used the most well-
resourced among the low-resourced languages of
South Africa, namely, isiZulu.

The best performing models, emanating from the
‘quickly reproduce it’ group, affirm Byamugisha
(2022), since the model that combines syntax, mor-
phology, and semantics has an accuracy of 83%
while the prefix-only model has accuracy of 59%.
However, the differences in the choice of training
and test data, as well as the design of the module
that combines the different linguistic aspects have
a significant impact on performance.

In the remainder of the paper, we first describe
pertinent details about the NCB noun class system
(Section 2) and related work (Section 3). This is
followed by the main sections on reproducibility
experiment design (Section 4) and results and dis-
cussion (Section 5). We close with conclusions in
Section 6.

2 Noun complexity in NCB languages

Prior to discussing computational approaches for
noun class identification, we first present the com-
plexity of NCB nouns. We do not limit our dis-
cussion of noun complexity to only languages in
Guthrie Zone J or S since there are features shared
across all NCB languages. In NCB languages,
nouns are categorised into one of 23 classes. For
instance, in isiZulu the noun umuthi ‘tree’ belongs
to noun class 3 and its plural imithi ‘trees’ belongs
to noun class 4. For each NCB language, nouns
are not necessarily categorised into all the 23 noun
classes since some of the classes may be obso-
lete, or the word is not classified as a noun, such
as ekhaya ‘at home’ in isiZulu as the locative of
ikhaya ‘home’ versus eka ‘at home’ in noun class
23 in Luganda.

We now turn to our running example of a
kitchen/social robot to show the impact of the noun
class on the text: unlike the French case where the
robot can only generate two forms of the text, the

noun class of the subject can lead to many more
variations of the text; e.g., zithambile, ihambile,
bathambile, lithambile, athambile, sithambile,
luthambile, buthambile, and kuthambile (all mean-
ing ‘soft’), where the underlined parts denote the
subject concord values that are dependent on the
noun class of the subject. The task of retrieving a
concord can be solved easily; however, the ques-
tion of how to computationally identify the class of
a noun still needs to be resolved.

While early linguistic literature argued that the
noun classes are not a semantically motivated cate-
gorisation (Katamba, 2014), a number of authors
have attempted to disprove that for Proto-Bantu1

(Denny and Creider, 1986) or individual NCB lan-
guages such as Kikuyu (Burton and Kirk, 1976),
Swahili (Contini-Morava, 1997), Shona (Palmer
and Woodman, 2000), Sesotho, Setswana, isiZulu
(Ngcobo, 2010, 2013), and Siswati (Demuth, 2000).
Despite their proposals, however, there is no con-
sensus on the matter and most authors rely on the
rough guide as summarised in Table 1.

The semantic features shown in the Table 1 give
the impression that to obtain an effective noun class
identifier, one would need an ensemble of different
classifiers tuned for the various semantic features
or have word representations that capture, even
partially, these semantic features. However, since
several NCB languages are low-resourced and the
above feature list is not exhaustive, there is still a
need to investigate the extent to which semantics
are required for computational models.

3 Existing computational models and
their usability

To the best of our knowledge, there is limited work
focusing on noun class identification for NCB lan-
guages. As such, we cast the net wider to also
include the computational modelling of nouns.

Most existing computational models created for
NCB nouns can be classified into: noun plural-
ization (e.g., (Byamugisha et al., 2016, 2018)),
lemmatization, stemming and segmentation (e.g.,
(Nogwina, 2016; Mzamo et al., 2019; Moeng et al.,
2021)), morphological analysis (e.g., (Pretorius and
Bosch, 2009)), and POS tagging (e.g., (Eiselen and
Puttkammer, 2014; Schlünz et al., 2016)). When
considering work for languages from outside the
African continent, we see that there are semantic
and gender classifiers (Gagliardi et al., 2012; Falk

1The hypothetical ancestor of all NCB languages
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Table 1: Generalisation of the semantics of the kinds of entities typically found in that noun class (NC). Examples
are taken from isiZulu (classes 1-11, 14, 15), Chichewa (12,13,16-18), Hunde (19), Runyankore (20,21), and
Luganda (22,23). (Source: adapted from (Byamugisha et al., 2018).)

NCs Semantics (generalised) Examples
1

People and kinship
umfana (nc1) ‘boy’

2 abafana (nc2) ‘boys’
3 Plants, nature, some parts of the body umuthi (nc3) ‘tree’
4 imithi (nc4) ‘trees’
5 Fruits, liquids, parts of the body, loan

words, paired things
ijikijolo ‘raspberry’

6 amajikijolo ‘raspberries’
7

Inanimate objects
isihlalo ‘chair’

8 izihlalo ‘chairs’
9

Loan words, tools, and animals
indlovu ‘elephant’

10 izindlovu ‘elephants’
11 Long thin stringy objects, languages,

inanimate objects
ucingo ‘wire’

(10) izingcingo ‘wires’
12

Diminutives
kagalimoto ‘small car’

13 timagalimoto ‘small cars’
14 Abstract concepts ubuhle ‘beauty’
15 Infinitive nouns ukucula ‘to sing’
16

Locative classes
pamsika ‘round the market’

17 kumsika ‘at the market’
18 mumsika ‘in the market’
19 Diminutives hyùndù ‘a little bit of porridge’
20

Augmentative and pejorative
ogusajja ‘big ugly man’

21 agasajja ‘big ugly men’
22 gubwa ‘mutt’ (pejorative of dog)
23 Locative class eka ‘at home’

et al., 2021) that were not created for the languages
in question. As such, they do not consider a similar
number of classes thus do not investigate the utility
of combining syntax, morphology, and semantics.
To the best of our knowledge, only Byamugisha
(2022) has investigated how to build effective noun
class identifiers for NCB languages.

Byamugisha (2022) created a three-module clas-
sifier, whose architecture is provided in Figure 1,
using three datasets made up of 2803 Runyankore,
153 Luganda, and 70 Kinyarwanda nouns and split
them 70% for training, 20% for validation, and 10%
for testing. Following that, they then created three
main model variants for identifying the class when
provided with a noun (i.e., morphological, seman-
tic, or morphological + syntax + semantic). The
morphological model uses “morphological rules”
to match a prefix to one of the noun classes, should
the class’s prefix be unique. The semantic model
uses a pretrained FastText embedding model to
embed the input noun and then relies on two al-

ternative algorithms to identify between 10-1000
semantically related words. The properties of the
neighbouring words are then used to predict noun
class of the input noun. The third type is ensemble
that starts by using the morphological model and
in cases where it fails, it then feeds the noun to the
semantic model. While the work concluded that the
combination of morphology, syntax, and semantics
yields the best performance, the generalisability
of this finding across different Guthrie zones is
unclear since the author only focused on Zone J.
For instance, a key notion with the semantic model
is the reliance on the uniqueness of grammatical
information that is used to label each input’s se-
mantic neighbours. However, it is unclear whether
such an assumption holds for NCB languages in
other Guthrie zones as well. There is also no open
access source code version of their tool that can
be used to investigate generalisability across the
different Guthrie zones for languages that have the
appropriate datasets.
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Figure 1: Architecture of Byamugisha’s noun classifier that relies on a prefix, semantics, and syntax (Adapted from
(Byamugisha, 2022)).

4 Experiment Design

While the work done by Byamugisha (2022) shows
some promising results when combining syntax
and semantics, there are some details that were
not clear in the associated publications (i.e., (Bya-
mugisha, 2020, 2022)). For instance, they use a
dataset of sentences to create static word embed-
dings; however, the nature of the model used to ob-
tain the embeddings is not specified (i.e., skipgram
or continuous bag-of-words (CBOW)). Similarly,
they state that a dataset is enriched with syntax and
morphological information and then used to train
a classifier to predict parts-of-speech and morpho-
logical information. However, it is not specified
whether the dataset is labelled manually or whether
each label is assigned to a sentence or the individual
words. Owing to this, the work was independently
replicated by two groups for isiZulu using different
datasets and we confirmed some details with the
author.

4.1 Replication: group 1

We understood Byamugisha’s classifier as either
relying on each noun’s prefix or semantics (and
syntax) to determine the noun class.

The replicated prefix-only classifier determines
the noun class by relying on unique class prefixes—
a unique contracted, or full, prefix form. The mod-
ule does not classify all nouns using the entire pre-
fix since the use of the full prefix alone is unsound
for isiZulu. This because some of the prefixes are
unique when considered as-is, but are ambiguous
when the final consonant or vowel is removed, be-
cause of the last vowel being coalesced in the noun.
For instance, izinkwa ‘bread’ may be classified ei-
ther as being in class 10 via izin- or class 8 via
izi-. Based on these observations, this module re-
lies on Table 2 to classify nouns. All other prefixes
are treated as ambiguous, and their processing is
passed to the semantics-based module as they are
outside the scope of prefix-only module.

We understood the second classifier, which uses
both the morphology and distributional semantics

to predict a noun’s class, as combining two main
components: a morphology and semantics-based
classification module, and a noun class candidate
filtering module, illustrated in Figure 2.

The classifier takes a noun and retrieves the top
N most similar words by applying a nearest neigh-
bors’ algorithm on word representations obtained
from a word embedding model. The quantity of
N was chosen from the range 10-200 based on
producing the highest accuracy. To obtain the em-
bedding model for isiZulu, we decided to rely on
a skipgram model that was pretrained on a simi-
larly sized corpus (i.e., 1 million sentences) sourced
from (Dlamini et al., 2020). We chose to rely on
an existing skipgram model over a new CBOW
model because we infer, since Byamugisha is not
explicit, that they also used a skipgram model as
it is better at capturing sub-word information than
CBOW and improves word embedding generation
for out-of-vocabulary words (Dlamini et al., 2020).
In the second phase of the semantics-based mod-
ule, each retrieved neighbouring word is annotated
with a part-of-speech, concord or noun class predic-
tion. In Byamugisha’s work, these annotations are
obtained via a model that is trained from labelled
training that is generated via a context-free gram-
mar (CFG), as confirmed with the original author
via email.

Since we did not have access to such a grammar
for isiZulu, we chose to rely on the 2016 web-
crawled isiZulu ‘mixed’ dataset from the Leipzig
Corpora Collection (Leipzig University, 2024) (the
final dataset had 180 000 sentences) and enriched
it with part of speech tags using an automated POS
tagger (du Toit and Puttkammer, 2021) and a rules
to annotate the subject concord. The dataset was
used to train a new multinomial logistic regression
model, via FastText (which includes subword in-
formation in training), to predict the set {subject
concord, noun class} for each neighbouring
word. We use the trained model to automatically
annotate words.

Of the automatically annotated words, the fil-
tering module’s goal is to predict the noun class
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Figure 2: Architecture of group 1’s replicated noun classification module.

Table 2: List of classes whose prefixes unique identify the class in isiZulu.

Prefix aba abe ba be o bo imi mi ili il li ama am ma
Class 2 2 2 2 2a 2a 4 4 5 5 5 6 6 6
Prefix isi si zi n m zin zim lu ulu bu uku ku pha ph
Class 7 7 8 9 9 10 10 11 11 14 15 15 16 16

by relying on the syntax information associated
with the neighbouring predictions. Specifically,
our replicated filter takes a list of annotated words
and predicts a noun class. Byamugisha’s module
does this by excluding values where the predicted
label “is not consistent with the same noun class”
(Byamugisha, 2022). Their description of the mod-
ule’s functions has two possible interpretations, i.e.,
the input noun’s neighbouring word contains any
of the prefixes associated with its predicted con-
cord or noun class label or the neighbouring word
retrieved via the nearest neighbour algorithm has a
label that is contained in the set of predictions for
its sub-words, hence we chose to pursue two possi-
ble versions for the replication. The two versions
of the filter remove a neighbour using one of the
rules: (1) if the morpheme for the predicted label
is not contained in the word or (2) if its predicted
label is not in the labels predicted for its sub-words.

We demonstrate the application of these rules
using the word igijima ‘it runs’ with the set of bi-
grams {ig, gi, ij, ji, im, ma}, the pair is
predicted to contain subject concord (SC) 9, the
first rule checks if the word igijima ‘it runs’ con-
tains the morpheme for SC9, i. The second rule
predicts an additional label for each subword, and
checks if SC9 is in that set.

This syntactic filtering module can be under-
stood as performing syntax-based error checking,
rather than extracting additional syntactic informa-
tion to further disambiguation as with the semantic
module.

We tested our replicated classifier on a set of
800 nouns that were curated manually, where the

correctness of the noun class was verified using
isiZulu.net2 and the Oxford isiZulu Bilingual Dic-
tionary (de Schryver, Gilles-Maurice, 2015).

4.2 Replication: group 2

We identified and replicated two modules that form
the core of Byamugisha’s classifier (Byamugisha,
2020): a prefix-based classifier and the classifier
that relies on both semantics and syntax. In this
section, we will describe our replication process
for isiZulu.

The prefix-based classifier model is listed in Al-
gorithm 1. The algorithm relies on Table 3, com-
piled using the Oxford dictionary (de Schryver,
Gilles-Maurice, 2015), to determine if a prefix is
sufficient to identify a class. When given a noun
as input, the algorithm uses the table of prefixes
to establish whether the noun’s prefix is associ-
ated with a class that has a unique prefix, returning
the associated class if one is found (line 2). This
is achieved by simply checking whether a noun
begins with any of the prefixes found in the ta-
ble. When the uniqueness check fails (line 1) and
the prefix-based model is used without relying on
the semantic-syntax module, it randomly selects a
class from the list of all the eligible noun classes
that have the same prefix value (line 4). For eval-
uation, when quantifying the performance of the
algorithm when it uses random selection on the test
set, the algorithm is ran and averaged over 1000
runs. When this module is used in combination
with the semantics-syntax module for nouns whose

2https://isizulu.net/

https://isizulu.net/
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Algorithm 1: Specification of the prefix-
based noun classifier.
input :A isiZulu noun (noun), a prefix

table with annotations to determine
the sufficiency of determining the
noun class by prefix only (table),
and a boolean to control whether to
use the semantics module
(useSemantics).

output :The noun class of the input noun
(class).

1 if HasUniquePrefix(noun, table,
useSemantics) then

2 class←
GetClassFromUniquePrefixes(noun,
table);

3 else if useSemantics is false then
4 class← GetRandClassFromSubsetPre-

fixes(noun, table);
5 else
6 class←

GetClassUsingSemantics(noun);
7 end
8 return class;

prefix fails the uniqueness check, they are passed
to the second classifier (line 6).

The second classifier, whose function is docu-
mented in Algorithm 2, relies on semantics and
syntax. Its functionality extends the prefix-based
model, and it is created to handle classes whose
prefixes are not unique; instead of randomly select-
ing the noun class, it selects the class by relying on
information found in ‘similar’ words as the basis.
Specifically, we trained a skipgram model, via Fast-
Text3, using a monolingual dataset obtained by ag-
gregating the isiZulu versions of the NCHLT Text
Corpus4, Autshumato Corpora5, Leipzig Corpus
Collection6, and Common Crawl corpus7. When
given the input noun, the model is used to identify
Nsemantically similar words via the Approximate
Nearest Neighbors8 algorithm. The number of se-
lected neighbouring word representations (i.e., N
value) that was optimal in the original work was

3https://pypi.org/project/fasttext/
4https://hdl.handle.net/20.500.12185/321
5https://hdl.handle.net/20.500.12185/575
6Obtained by combining the Community ’17, Mixed ’16,

Web ’19, and Wiki ’21 Leipzig corpora
7https://data.statmt.org/cc-100/
8https://pypi.org/project/annoy/

110 based on the final accuracy achieved, however,
we have found that an approx. value of N = 60 is
more optimal for isiZulu.

Algorithm 2: List of classes whose prefixes
unique identify the class in isiZulu

1 vectors← LoadVectors();
2 classifier← LoadClassifer();
3 neighbours←

GetAnnoyNeighbours(noun,vectors, n);
4 labels← {};
5 foreach neighbour in neighbours do
6 label← classifier.Predict(neighbour);
7 labels.add(label);
8 end
9 classes← FilterPredictions(labels);

10 class←MostCommon(classes);
11 return class;

The input noun’s predicted neighbours are then
labelled with automatically predicted labels. This
is achieved via a new multinomial logistic regres-
sion model, built using FastText and trained on
labelled corpora where the label is the noun class
chosen based on one or more of the six prefixes
that are variants of the subject concord. The cor-
pus was constructed using a rule-based approach
since, unlike Byamugisha, there is no context-free
grammar to generate and label a dataset. Specif-
ically, we created ad hoc rules that make use of
the different subject concord-based prefixes asso-
ciated with each noun class, as described in the
Oxford dictionary (de Schryver, Gilles-Maurice,
2015, pS35).

The first phase when annotating data is to iden-
tify the relevant nouns and verbs in a sentence and
we now turn to describe the process:

1. Identify the last noun in a sentence. A word
is considered a noun if it exists in a dataset
of nouns extracted from a dictionary (de
Schryver, Gilles-Maurice, 2015), used for
training and testing the models, as described
below.

2. Identify verbs in the sentence. A word is con-
sidered a verb if the following criteria is met:
(a) The word must be the longest word that

uses a root from the vroots.txt file
sourced from (Keet and Khumalo, 2017).

(b) If a root from vroots.txt is found in a
word, then it cannot be the leading sub-
string.

https://pypi.org/project/fasttext/
https://hdl.handle.net/20.500.12185/321
https://hdl.handle.net/20.500.12185/575
https://data.statmt.org/cc-100/
https://pypi.org/project/annoy/
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Table 3: List of possible isiZulu prefixes found in nouns for various classes. Abbreviations: Am. = Ambiguous, Uni
= Unique, P = Prefix, C = Class

Uni P aba abe o imi ili ama ame is isi in izin izim ulu ubu ub uku ukw
C 2 2 2a 4 5 6 6 7 7 9 10 10 11 14 14 15 15

Am P um umu u umu um i iz izi im u
C 1 1 1a 3 3 5 8 8 9 11

(c) The word cannot be a homograph of the
noun identified in Step 1.

3. Create labels for the verb by first extracting a
possible prefix from the verb via removing the
root that was identified using the vroots.txt
file described in Step 2. If the prefix matches
any of the prefix variants for the various noun
classes then each class will be collected as a
possible label.

We then expand the sentences, when given the
noun and verb positions and possible labels, by
annotating the sentence with the collected labels.
We demonstrate how this process works via a single
example: when given the short sentence intsha
ingagcini ‘the youth must not stop’, the dictionary
dataset is used to identify that the the word intsha
‘youth’ is a noun that belongs to class 9. The second
word is identified as a verb since it contains the
verb root -gcin- according to vroots.txt. The
rules then focus on the verb’s prefix inga- after
removing the root. Specifically, they check if the
verb leads with the negative marker a-, if it does
then they check whether the marker is followed
by the prefix variant found in negative verbs -yi-
from Table 4. In this example, it is not but the
prefix starts with the subject concord value i- and
followed by a consonant hence inga- is chosen as
the label as a candidate for noun class 9.

After obtaining the annotated dataset, we trained
a classifier and used it to annotate neighbouring
words and remove words whose predicted concord
label does not match the true noun class label, as
specified in Table 3. In this sense we filter out
the neighbours that are not syntactically consistent
with the semantic categorisation.

The replicated classifiers are evaluated on a man-
ually collected a dataset of 2279 isiZulu nouns (+
noun class annotations) from the Oxford dictionary
(de Schryver, Gilles-Maurice, 2015). This dataset
was split into train (80%) and test (20%) sets in a
manner that ensures that the noun classes are fairly
distributed between the two sets.

5 Results and discussion

The accuracy of the resulting models are reported
in Table 5. Group 2’s models demonstrated better
performance than group 1. The following text com-
pares the differences between the new models and
Byamugisha’s.

The models that classify nouns based on only
their prefix differ by 23% between the two groups.
Since group 1’s model does not make any predic-
tions for prefixes that are ambiguous and group
2 does so by averaging over multiple runs, this
suggests that there is utility in randomly choos-
ing a class amongst possible classes, on average
over multiple uses. Nonetheless, Byamugisha’s
prefix-only model outperforms groups 2’s model
by 10%. It is unclear whether the two models are
directly comparable because Byamugisha’s work
lacks clarify regarding how this model processes
nouns where usage of the prefix, by itself, to deter-
mine the noun class is insufficient. It is likely that
it ignores such nouns similar to group 1 or employs
some other strategy.

There was also a large gap in performance in
the classifiers that rely on the prefix, syntax, and
semantics. The largest gap in accuracy between
group 1 and 2’s models was 17%. There are nu-
merous reasons why there could be differences in
performance between the models, especially since
there were multiple differences taken by the two
groups due to interpretation and approach to repli-
cation. Of note, while group 1 relied on a similar
sized dataset to (Byamugisha, 2022) for training
the semantic classifier while the second group did
not, the group 1’s model performs far worse than
Byamugisha’s model. This may indicate that ones’
possible access to the same kind of resources, and
not just similarly sized ones, has an impact on the
accuracy—in addition to their interpretation of the
original work.

More generally, the two groups identified the
following areas for which the original work differs:

1. There is a large difference in the number of
cases where the prefix is insufficient to deter-
mine the noun class. For Runyankore, only 4
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Table 4: List of verbal prefixes, obtained from the subject concord, for noun class 9 taken from (de Schryver,
Gilles-Maurice, 2015). Abbreviations: SC = subject concord, C = consonant. The symbol + is used to denote that
the regular subject concord is used.

Prefix Description Value
SC + C Subject concord when followed by consonant i
SC + a/e Subject concord when followed by the letters -a- or -e- y
SC + o Subject concord when followed by the letters -o- y
SC (negative) Subject concord in negated verb yi
SC (situative; continuous) Subject concord in situative verb +
SC (subjunctive) Subject concord in subjunctive verb +

out of 21 classes have the same prefix hence
are considered ambiguous—only two pairs
of classes 1/2 (prefix omu-) and 9/10 (prefix
em-) share the same prefixes. By contrast, in
group 1’s case, 38% of the prefix values are
deemed insufficient, by themselves, to predict
the noun class. Similarly, 37% of the prefixes
considered by Group 2 had the same charac-
teristic. Hence, in the case of our replication
groups, we see that there are many more nouns
whose classification is the responsibility of the
semantic-syntax module, thus overall perfor-
mance is impacted by the quality of the the
module to a larger degree.

2. Byamugisha’s work relies on a context-free
grammar to generate a dataset with approx-
imately 1 million sentences. This context
free grammar is used to create two versions
of the dataset, labelled and unlabelled, and
these are used to trained models that form
the foundation of the semantic-syntax module.
There is no equivalent CFG for isiZulu; hence,
the groups used classifiers that are trained on
similarly sized datasets and crafted labelled
datasets. Notably, group 1’s careful design of
the labelled dataset vs. group 2’s use of ad hoc
rules did not yield better performance overall.

3. Both groups were unable to identify the
precise filtering strategy employed by Bya-
mugisha hence considered multiple variations.

These replication challenges and differences in
interpretation highlight that there is still a need to
(1) conduct a comprehensive exploration of key
functionalities, such as candidate prediction filter-
ing and quantifying the accuracy of the prefix-only
model while ensuring transparency regarding its
handling of nouns that cannot classified using the
prefix only, and (2) investigate more diverse models
that integrate semantics, syntax, and morphology,

Table 5: Accuracy results of the replicated models (†

No predictions are made for nouns whose prefixes are
not unique.)

Group Model Accuracy
1 Prefix-only† 0.36
1 Prefix-semantics-synt.

(FilteringRule1)
0.66

1 Prefix-semantics-synt.
(FilteringRule2)

0.46

2 Prefix-only 0.59
2 Prefix-semantics-synt. 0.83

while ensuring that the data is auditable to ascertain
whether such models are better across NCB lan-
guages, irrespective of the Guthrie zone in which
they can be classified.

6 Conclusions

Aiming to replicate Byamugisha (2022)’s work on
a combined syntactic and semantic approach to
classifying nouns in their noun class for isiZulu,
our results showed that our best performing mod-
els combined syntax, morphology, and semantics
yield better performance (83%) compared to re-
lying only on the prefix (59%), which is in line
with the findings for Runyankore. However, the
differences in the choice of training and test data,
as well the design of the models that make up the
module that combines syntax, morphology, and se-
mantics, had a substantial effect on the eventual
accuracy of noun class disambiguation. Specifi-
cally, while group 1’s model with prefix-semantics-
syntax outperformed their prefix-only models, their
performance was not in the same range as the Run-
yankore models. Possible causes for the difference
in accuracy is the lack of a sufficient CFG to create
training data in isiZulu and the imprecision with
which candidate filtering was implemented in the
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original work.
Future work includes investigating the impact

of differences in the number nouns that cannot be
classified by prefix alone per language and how
that effects transferability of the use of semantics,
syntax, and morphology and investigating more
diverse models (e.g., include pretrained language
models) that integrate such knowledge while ensur-
ing that the data is auditable.

7 Limitations and ethical considerations

We replicated and quantified the utility of modular
techniques towards noun disambiguation. However,
our methodology disregards a number of extant
methods such as pre-trained language models since
they were not included in (Byamugisha, 2022). Ad-
ditional work is required to investigate the utility
of combining semantics, syntax, and morphology,
in the context of such models.

One of our datasets was extracted from a dictio-
nary (de Schryver, Gilles-Maurice, 2015), under
the fair use right as codified by the South African
Copyright Act9; therefore, the dataset is and will
not be distributed publicly.

8 Resource availability

The code and shareable datasets of group 1 and
group 2 are available at https://github.com/
KEEN-Research/NCBnounClassification.
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