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Abstract
The first Workshop on Language Models for
Low-Resource Languages (LoResLM 2025)
was held in conjunction with the 31st Interna-
tional Conference on Computational Linguis-
tics (COLING 2025) in Abu Dhabi, United
Arab Emirates. This workshop mainly aimed
to provide a forum for researchers to share and
discuss their ongoing work on language mod-
els (LMs) focusing on low-resource languages,
following the recent advancements in neural
language models and their linguistic biases
towards high-resource languages. LoResLM
2025 attracted notable interest from the natural
language processing (NLP) community, result-
ing in 35 accepted papers from 52 submissions.
These contributions cover a broad range of low-
resource languages from eight language fami-
lies and 13 diverse research areas, paving the
way for future possibilities and promoting lin-
guistic inclusivity in NLP.

1 Introduction

Language models (LMs) have been a long-standing
research topic, originating with simple n-gram
models in the 1950s (Shannon, 1951). They are
computational models that use the generative like-
lihood of word sequences to perform natural lan-
guage processing (NLP) tasks (Zhao et al., 2023).
Recent advancements in LMs have significantly
shifted towards neural language models due to their
more robust capabilities (Zhao et al., 2023; Minaee
et al., 2024). Developing pre-trained neural lan-
guage models/transformers is a key milestone in
LM research that notably enhanced NLP perfor-
mance (Vaswani et al., 2017; Devlin et al., 2019).
This breakthrough has also prompted the devel-
opment of more advanced large language models
(LLMs), such as GPT, which consist of vast num-
bers of parameters pre-trained on extensive text cor-
pora, resulting in state-of-the-art natural language
understanding and generation across various appli-
cations (Touvron et al., 2023; Jiang et al., 2023).

There are approximately 7,000 spoken languages
worldwide (van Esch et al., 2022). However, most
NLP research focuses on about 20 languages with
high resources (Magueresse et al., 2020). For ex-
ample, 63% of the papers published at ACL 2008
focused on English (Bender, 2011), and even a
decade later, 70% of the papers at ACL 2021 were
evaluated only in English (Ruder et al., 2022). The
remaining numerous languages that receive little
research attention are commonly referred to as low-
resource languages. These languages generally
lack sufficient digital data and resources to support
NLP tasks. They are also known as resource-scarce,
resource-poor, less computerised, low-data, or low-
density languages (Ranathunga et al., 2023).

Since the capabilities of LMs are primarily de-
termined by the characteristics of their pre-trained
language corpora, disparities in language resources
are also evident within the models. For instance,
many widely used transformer models (e.g., BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
BART (Lewis et al., 2020), and T5 (Raffel et al.,
2020)) only support English. However, the cross-
lingual capabilities of transformers have paved the
way for multilingual models (e.g., mBERT (Devlin
et al., 2019), XLM-R (Conneau et al., 2020), mT5
(Xue et al., 2021), and BLOOM (Scao et al., 2022)),
allowing low-resource languages to benefit from
other languages through joint learning approaches.
Despite this progress, these models are typically
limited to up to 100 languages due to the curse of
multilingualism (Conneau et al., 2020). In light
of this challenge, developing monolingual mod-
els (e.g., SinBERT for Sinhala (Dhananjaya et al.,
2022), and PhoBERT for Vietnamese (Nguyen and
Tuan Nguyen, 2020)) is another growing trend
recently established to promote research in low-
resource languages.

There are several common factors which impede
low-resource language research. One major issue
is limited data availability, as the performance of
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most models depends heavily on the amount of
training data (Hettiarachchi et al., 2024). Even
recent neural LMs with multilingual capabilities
tend to perform poorly when pre-training data for
a particular language is limited or unseen (Ahuja
et al., 2022; Hettiarachchi et al., 2023). Data qual-
ity also plays a pivotal role in research outcomes,
yet the absence of recommended guidelines hinders
the quality of low-resource language data (Lignos
et al., 2022). Additionally, the scarcity of bench-
mark datasets tailored for low-resource languages
tends to bias most model evaluations towards high-
resource languages (Blasi et al., 2022; Ranasinghe
et al., 2024).

Interestingly, there are several ongoing efforts
that aim to encourage research on low-resource lan-
guages and mitigate the bias in NLP approaches to-
wards high-resource languages (Chakravarthi et al.,
2022; Ojha et al., 2023; Melero et al., 2024). We
organised the first Workshop on Language Mod-
els for Low-Resource Languages (LoResLM 2025)
to further strengthen this trend. LoResLM 20251

specifically focused on LM-based approaches for
low-resource languages, inviting submissions on a
broad range of topics, including creating corpora,
developing benchmarks, building or adapting LMs,
and exploring LM applications for low-resource
languages. Section 2 provides a summary of the
workshop contributions, highlighting language and
task/research area coverage. We invite you to refer
to the full papers available in the proceedings for
more detailed information.

2 Workshop Contributions

LoResLM 2025 received 52 submissions, including
40 long papers and 12 short papers. Among these,
we accepted 35 papers, including 28 long papers
and seven short papers, to appear in the workshop
proceedings, following the review process. We
provide a detailed summary of the distribution of
accepted papers across various languages and re-
search areas below.

2.1 Languages

As illustrated in Figure 1, the papers accepted to
LoResLM 2025 mainly span eight language fam-
ilies. The majority representation is from Indo-
European family, while Koreanic, Sino-Tibetan and
Isolate language families have equal minority rep-
resentation. Languages with no relationships with

1Available at https://loreslm.github.io/

others were considered under the Isolate family.

Figure 1: Distribution of workshop contributions across
language families

We present a detailed language-level analysis in
Table 1. We further divided the Indo-European fam-
ily into its first branch level for a comprehensive
exploration, given its wide contributions. Over-
all, there were contributions from four distinct
branches of the Indo-European language family.
During this analysis, we focused exclusively on
low-resource languages, excluding high-resource
languages involved in comparison studies. How-
ever, some languages that would typically classify
as high-resource considering the general resource
distribution across popular research areas (e.g. Ara-
bic, German, etc.) were considered low-resource in
specific contexts where resources are limited, such
as particular domains, research areas, or dialects.
In total, contributions covered 28 low-resource lan-
guages. Additionally, a few papers experimented
with multiple languages (more than five) from var-
ious language families. These were categorised
under ‘Multiple’ but excluded from the language
count given above, as their focus was more on the
task level rather than the language level.

2.2 Research Areas
Table 2 shows the distribution of the accepted pa-
pers across various NLP research areas. These
areas were adopted based on the topics of call for
papers from leading NLP conferences in 2024.

Overall, the accepted papers contributed to 13
NLP research areas. As expected, the most popular
topic among the accepted papers was ‘Language
Modelling’ with eleven papers. ‘Machine Trans-

https://loreslm.github.io/
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Language Family Language Papers

Afro-Asiatic
Arabic Nacar et al. (2025); Shang et al. (2025); Zeinalipour et al. (2025b)
Hausa Sani et al. (2025)

Austronesian
Filipino Gamboa and Lee (2025)
Tagalog Cruz (2025)

Indo-European
(Germanic)

German Zhukova et al. (2025)
Old English Harju and van der Goot (2025)

Indo-European
(Hellenic)

Ancient Greek Rapacz and Smywiński-Pohl (2025)

Indo-European
(Indo-Iranian)

Bengali Alam et al. (2025); Sadhu et al. (2025)
Marathi Mutsaddi and Choudhary (2025); Dmonte et al. (2025)
Persian Habibzadeh and Asadpour (2025); Mokhtarabadi et al. (2025);

Zeinalipour et al. (2025a)
Sinhala Dmonte et al. (2025)
Urdu Amin et al. (2025); Donthi et al. (2025)

Indo-European
(Italic)

Italian Amin et al. (2025)
Medieval Latin Liu et al. (2025)
Monégasque Merad et al. (2025)
Portuguese Lasheras and Pinheiro (2025)

Isolate Basque Kryvosheieva and Levy (2025)
Koreanic Korean Tran et al. (2025)

Niger-Congo

isiXhosa Matzopoulos et al. (2025)
IsiZulu Mahlaza et al. (2025)
Mooré Ouattara et al. (2025)
Swahili Kryvosheieva and Levy (2025)

Sino-Tibetan Cantonese Dai et al. (2025)

Turkic

Kazakh Veitsman and Hartmann (2025)
Kyrgyz Veitsman and Hartmann (2025)
Turkish Veitsman and Hartmann (2025)
Turkmen Veitsman and Hartmann (2025)
Uzbek Veitsman and Hartmann (2025); Bobojonova et al. (2025)

Multiple Bagheri Nezhad et al. (2025); Zhu et al. (2025); Tashu and Tudor (2025);
Sindhujan et al. (2025); Dewangan et al. (2025)

Table 1: Coverage of workshop papers across different languages. The final row (‘Multiple’) represents the scenario
where more than five languages from multiple language families are experimented with.

lation and Translation Aids’ was the second most
popular topic with six papers. The other topics ap-
proximately had a similar number of papers. Apart
from the papers mentioned in Table 2, Veitsman
and Hartmann (2025) provided a survey on Central
Asian Turkic languages spanning across several
research areas.

3 Conclusions

The first Workshop on Language Models for Low-
Resource Languages (LoResLM 2025) attracted
a lot of interest from the NLP community, hav-
ing 35 accepted papers from 52 submissions. The
accepted papers mainly span eight language fam-
ilies, with the majority representation being from
Indo-European families. Furthermore, the accepted

papers contributed to 13 NLP research areas, with
major contributions to ‘Language Modelling’ and

‘Machine Translation and Translation Aids’. We
believe the findings and resources from LoResLM
will open exciting new avenues to empower linguis-
tic diversity for millions of low-resource languages.

For the future iterations of LoResLM, we expect
better representation from more diverse linguistic
groups, particularly those from underrepresented
families such as Uralic, Dravidian and Indigenous
languages of the Americas. Furthermore, we aim
to diversify research topics, encouraging work in
areas such as speech processing, information ex-
traction, and dialogue systems, which are critical
for many practical applications.
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Liu et al. (2025) ✓
Gamboa and Lee (2025) ✓
Alam et al. (2025) ✓
Cruz (2025) ✓
Dai et al. (2025) ✓
Turumtaev (2025) ✓
Sani et al. (2025) ✓
Mutsaddi and Choudhary (2025) ✓
Amin et al. (2025) ✓
Bagheri Nezhad et al. (2025) ✓
Ouattara et al. (2025) ✓
Zhu et al. (2025) ✓
Matzopoulos et al. (2025) ✓
Rapacz and Smywiński-Pohl (2025) ✓
Habibzadeh and Asadpour (2025) ✓
Dmonte et al. (2025) ✓ ✓
Tashu and Tudor (2025) ✓
Mokhtarabadi et al. (2025) ✓
Tran et al. (2025) ✓
Merad et al. (2025) ✓
Mahlaza et al. (2025) ✓
Nacar et al. (2025) ✓
Kryvosheieva and Levy (2025) ✓
Harju and van der Goot (2025) ✓
Shang et al. (2025) ✓
Donthi et al. (2025) ✓
Sadhu et al. (2025) ✓
Sindhujan et al. (2025) ✓
Bobojonova et al. (2025) ✓
Dewangan et al. (2025) ✓
Zeinalipour et al. (2025a) ✓
Lasheras and Pinheiro (2025) ✓
Zeinalipour et al. (2025b) ✓
Zhukova et al. (2025) ✓

Table 2: Coverage of workshop papers across different NLP areas.
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