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Abstract

Automated scene segmentation is an ongo-
ing challenge in computational literary studies
(CLS) to approach literary texts by analyzing
comparable units. In this paper, we present our
approach to text segmentation using a classifier
that identifies the position of a scene change in
English-language fiction. By manually anno-
tating novels from a 20th-century US-English
romance fiction corpus, we prepared training
data for fine-tuning transformer models, yield-
ing promising preliminary results for improv-
ing automated text segmentation in CLS.

1 Introduction

Segmenting literary prose into meaningful units,
such as events, plots, or scenes, opens up new
possibilities for comparative analysis by focusing
on smaller units rather than entire texts. How-
ever, automating this process remains a significant
challenge in CLS. While many computational ap-
proaches depend on pre-segmented texts due to
input size limitations, standardized methods for
segmentation are still lacking. As a result, heuris-
tic approaches, such as dividing texts into equal-
sized units or relying on chapter boundaries, are
often used — even though chapter divisions typi-
cally reflect editorial choices rather than coherent
narrative structures, and especially popular fiction
and serialized novels often play with cliff hangers
that extend a key action beyond chapter boundaries
(Pethe et al., 2020; Bartsch et al., 2023; Stiemer
et al., 2025).

Drawing from their established use in dramatic
texts and film studies, scenes have emerged as
useful units for segmenting literary prose. De-
fined by consistency in time, place, and characters,
scenes “‘center around a particular action” (Gius
et al., 2019). This internal coherence allows them
to function as self-contained, meaningful units that
can be systematically compared to other scenes
within a narrative or a text corpus. For instance,

79

consider a novel in which an initial scene takes
place in a supermarket where one of the characters
is depicted grocery shopping. This is followed by
a new scene set in a kitchen where two characters
are cooking and talking. Each scene can be ana-
lyzed independently in terms of its temporal and
spatial dimensions. By segmenting a text into such
discrete units, we enable systematic comparative
investigations of character constellations, spatial
patterns, and thematic developments. For example,
after identifying all the scenes that take place in
a supermarket, one could compare the recurring
characters in those scenes and analyze their actions
in that specific space.

The automation of scene annotation was first ap-
proached by Gius et al. (2019), whose definition
served as the basis for the Shared Task of Scene
Segmentation (STSS) of German prose (Zehe et al.,
2021b). This initiative included the development of
scene detection guidelines (Gius et al., 2021) and
the creation of German-language training datasets
with manually annotated scenes to support auto-
mated methods. The most effective approach, de-
veloped by Kurfali and Wirén (2021), utilized a
BERT-based model with weighted cross-entropy
and the IOB2 scheme, focusing on identifying
scene boundaries rather than full segments.

Our goal is to make a first attempt at develop-
ing a scene recognition classifier for US-English
fiction. We build on the winning team’s approach
in the German shared task, but use more recent
language models and an approximation strategy
that works by predicting scene changes that occur
in six-sentence segments'. Since the submission
of this paper in January 2025, we have learned
of an independent but comparable approach devel-
oped by Zehe et al. (2025). Their work, focusing
on German texts, extends the earlier scene seg-
mentation project (Zehe et al., 2021b), which was

'Code is available at: https://github.com/
literarylab/scene_segmentation.
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Corpus “Men Made in America”

female authors 47
romance novels 50
words in total 5,5 Mio.
manually annotated texts 10
in words 572,907
scene changes in gold annotation 795

Table 1: Corpus metadata.

paused in 2022 after the completion and evaluation
of the shared task at KONVENS 2021. To evalu-
ate their inter-annotator agreement and the perfor-
mance of their automation, they introduce a new
metric, namely a “relaxed F1 score” (Zehe et al.,
2025, 5), which allows a tolerance of three sen-
tences for the detected position of a scene change
in the manual and automated annotations. The au-
thors argue that fluid scene changes, which cannot
be precisely positioned in the text even by human
annotators, usually occur within a window of three
sentences. Accordingly, the relaxed F1 score gives
better scoring results that reflect the performance of
the human annotators and the models (Zehe et al.,
2025, 5). These findings are consistent with our ob-
servation that scene change transitions can span up
to three sentences, which led to our decision to use
a six-sentence segment approach for the prediction
process.

2 Method

2.1 Manual Annotation

Referring to the scene annotation guidelines from
Gius et al. (2021), we manually annotated 20% of
a corpus of thematically cohesive romance novels
from the Harlequin series “Men Made in America”
(1982-2002) for scene changes (Table 1 for more
information). As already recognized in Zehe et al.
(2021a), genre fiction proved easier to annotate
than high-brow literature due to its block-style and
inherently scenic writing style. The homogeneous
corpus consists of 50 novels (each 250 pages — be-
tween ca. 40,000 and 75,000 words) written solely
by female authors, with each novel telling the ro-
mantic story of a couple in one of the 50 United
States of America.

As a group of four experts and four trained stu-
dent annotators from literary studies, we manu-
ally annotated ten novels with two annotators per
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Figure 1: Comparison of two independent annotations
(A+B, 0.35+) with the gold annotation (G) in the middle.
Visualization created with GitMA (Vauth et al., 2022)
to demonstrate the gold annotation creation process.

novel?. Our inter-annotator agreement® (Table 2),
ranging from 0.31 to 0.53 Mathet’s v*, was lower
than in Zehe et al. (2021a), who reported an agree-
ment of 0.7 for the annotation of German novels
by two trained expert annotators. However, dif-
ferences in segment length preferences and inclu-
sion or exclusion of chapter headings sparked valu-
able discussions and resulted in compromise gold
annotations. Evaluating annotation quality high-
lighted the benefits of “collective intelligence” as
described by Baledent et al. (2022, 2947), where
annotators’ errors are mutually offset — such as one
favoring shorter segments and the other preferring
fewer longer ones. By involving a third annotator
to create gold annotations based on the independent
annotations by two annotators, the results struck
a balanced compromise, mitigating the effects of
lower inter-annotator agreement (Figure 1).

This process highlights the interpretive nature of
scene segmentation, for a task for which there is
no ground truth data, especially when time, place,
and character information remain vague. Instead, a
negotiated consensus ensures that gold annotations
represent a balanced compromise among annota-
tors. Annotators review the entire text, identify
scene change positions, highlight the relevant text,
and label it as either “scene” or “non-scene.” Initial
comparisons revealed that scenes are more frequent
than non-scenes in novels, with notable variation
in the distribution and length of segments depend-
ing on the novel (mean segment length: 869.10
words; standard deviation: +799.47 words; mini-
mum: 69.63; maximum: 1668.57), reflecting dif-

>The manual annotation process utilizes the software
CATMA 7.1 (Evelyn Gius et al., 2024), which facilitates col-
laborative annotation and comparison of annotations.

3The inter-annotator agreement has been calculated using
the Python package GitMA by Vauth et al. (2022).

“Mathet’s ~y is further explained in Mathet et al. (2015)
and Zehe et al. (2021a, 3172).



ferences in narrative style. Chapter markers were
observed to sometimes signal scene changes, but
not as a consistent pattern, as clifthangers in some
novels break this convention. These findings un-
derscore the value of defining scene changes as
a semantically meaningful segmentation unit in
literary studies, as opposed to relying solely on
chapter boundaries. Consistent with Zehe et al.
(2021b, 15), scene changes were frequently trig-
gered by temporal shifts (e.g., “two hours later”),
spatial transitions, or changes in character config-
urations. The main consequence of calculating
inter-annotator agreement, engaging in discussions,
and creating gold annotations was that we decided
to include embedded scenes and short non-scenes
within larger annotated segments. We also decided
to treat temporally parallel actions presented from
different perspectives in successive narrative units,
but representing the same narrative time and space,
as sub-scenes combined into a larger single anno-
tated segment. Drawing on the terminology and
analytical framework of film analysis, we refer to
these interconnected narrative units as “sequences”
(Cutting, 2014, 70-71). In this context, the bound-
aries of these cohesive narrative units — each of
which may consist of multiple smaller segments —
were selected and prepared as training data for the
automation of their detection in the text.

2.2 Automation Approaches

To automate scene segmentation, we investigated
two approaches: (1) using a generative model and
(2) fine-tuning a pre-trained custom model.

(1) In our first approach (in November 2024),
we provided the novel text (either the entire novel
at once or pre-segmented in chapters) along with
the scene annotation guidelines from Gius et al.
(2021) to several large language models (LLMs),
including ChatGPT 4 and 4-o, Claude 3.5 (Sonnet
and Haiku), Gemini Pro, and Llama 3.2. How-
ever, none of these models produced satisfactory
results, as anecdotally noted in the following: For
example, ChatGPT 4-o frequently misinterpreted a
single conversation scene, dividing it into multiple
discrete scenes, likely due to shifts in the speaking
character. Additionally, some LLLM approaches pro-
duced an excessive number of short scene segments,
suggesting a tendency to over-annotate rather than
accurately detect meaningful boundaries, possibly
as a strategy to generate more results without a
clear understanding of the underlying structure. Al-
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though our findings remain anecdotal due to the
lack of a detailed quantitative evaluation, initial ex-
periments showed significant issues with accurate
scene boundary detection, leading us to explore al-
ternative approaches. These observations are in line
with prior research on LLM performance, which
has shown that these models can exhibit signs of
misclassifying or overgeneralizing based on their
pre-training data (Bamman et al., 2024). Addition-
ally, LLMs struggle with long-context sequences,
getting lazy especially in complex real-world sce-
narios that require them to understand the entire
input (Li et al., 2024). Accordingly, we suggest
that current LLMs are not yet equipped to effec-
tively process and reason over long, context-rich
sequences, which is crucial for tasks like scene seg-
mentation’. Given these failures, it became clear
that relying on generative models for this task was
not yet appropriate.

(2) Consequently, we shifted to fine-tuning a
transformer-based pre-trained model for detecting
scene change points within a text, which allowed
us to derive the desired scene segments. To approx-
imate scene change positions, we pre-processed
the manually annotated novels by automatically
splitting them into six-sentence passages (after re-
moving typographical elements such as “***” or
chapter indications to avoid bias). We chose the
passage size based on the aforementioned observa-
tion that scene changes often occur gradually over a
few sentences, and that annotators’ decisions about
scene boundaries typically vary by about +3 sen-
tences, making six sentences a reasonable segment
length for the approximation task. Automatically
extracted from the manual annotations using reg-
ular expressions, the passages are binary labeled
as containing a scene change (1) or not (0). We
have fine-tuned two transformer-based models to
this binary classification task: BERT (Devlin et al.
(2019), model version from 2023) and the Univer-
sal Sentence Encoder (USE by Cer et al. (2018),
model version from 2023 with total parameters:
470,928,387 (1.75 GB) and trainable parameters:
1,538 (6.01 KB)). Although BERT is widely used
in most NLP tasks, we found USE to achieve bet-
ter performance in our specific case. BERT is de-

5In a brief trial with DeepSeek in February 2025 (Deep-
Think R1 (DeepSeek-Al, 2025)), we found that the model
detected fewer scene changes than human annotators, but the
locations of scene changes in a short test set all overlapped
with human annotations. However, we are currently waiting
for secure local API access to the LLMs to perform a qualita-
tive experiment on our copyrighted data.



Scene changes

Author (Date) Title Cohen’sk  Mathet’sy words
in gold annot.

Ferrarella (2000) Found: His Perfect Wife AK 0.49 - 59 65,421
Broadrick (1986) Deceptions CA 0.3 - 69 42,605
Stuart (1984) Tangled Lies HI 0.3 0.31 88 69,124
Palmer (1985) Love By Proxy IL 0.3 - 76 42,063
Campbell (1987) Pros and Cons MA 0.38 - 91 75,527
‘Webb (2000) Warrior’s Embrace MS 0.21 0.34 118 58,903
McKenna (1984) Too Near the Fire OH 0.78 0.41 39 43,319
Leonard (2000) Cowboy Be Mine TX 0.52 0.53 65 62,421
Neggers (1989) Finders Keepers VT 0.51 - 90 52,869
Cassidy (1997) Midnight Wishes WY 0.39 - 100 60,655
10 Romance novels  from “Men Made in America” ¢0.4 ¢0.4 795 572,907
20 translated novels  reuse from Zehe et al. (2025) - 0.7 1,250 597,659
30 novels total training set - - 2,045 1,170,566

Table 2: Inter-annotator agreement between two expert human annotators of manual annotations. A visual
comparison of the agreement and its relation to the IAA scores can be found in Figure 1 demonstrating an agreement

of 0.35~.

signed to capture the bidirectional context of words
within a sentence, making it particularly effective
for token-level tasks such as question answering
and named entity recognition. In contrast, USE
generates fixed-size vector embeddings that rep-
resent entire sentences, making it well-suited for
semantic similarity and sentence-level tasks. Given
that scene detection typically involves analyzing
larger segments of text rather than individual words,
we hypothesize that USE’s sentence-level embed-
dings provide a more effective representation for
this task. When comparing the fine-tuned BERT and
USE models in an initial model selection trial, we
observed an increase in F1 score of approximately
0.2 for both the balanced training and validation
test sets (Table 3), supporting the decision to focus
on USE.

For the final training of the model, we combined
the ten manually annotated texts from the romance
novel corpus (see Table 1) with an automatically
generated translation of 20 novels from the training
corpus of the shared task described in Zehe et al.
(2021b) and Zehe et al. (2025). Furthermore, we
upsampled the scene change annotations to pro-
vide an equal distribution of the classes and avoid
model bias (using random oversampling). Accord-
ingly, for the automation task, the majority baseline
dropped from 0.87 to 0.5 in the internal test set.

3 Evaluation and Error Analysis

For the evaluation, we compiled a test set using
the final five manually annotated scenes from each
of the ten romance novels in the original corpus.
These last five scenes were previously excluded
from the training set, resulting in a total of 50
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scenes. Like the training data, they were segmented
into six-sentence segments (0.8 majority baseline).
This approach ensured that the test set remained
sufficiently similar to the data of interest, namely
our US romance novel corpus, while still providing
enough variation to assess the model’s generaliza-
tion ability.

The evaluation on the unseen test set reveals that
the model is more prone to overlooking a scene
change than to mistakenly identifying one where
none exists, as there are many more false negatives
than false positives. Through an examination of
individual examples, we identify several factors
that influence the model’s predictions: 1) segment
length, 2) characters and pronouns, 3) ambiguity in
manual annotations. First, we find that the model is
more likely to make errors when processing longer
inputs. Specifically, by calculating the average
segment length, we observed that the biggest differ-
ence was between correct cases and false positives,
indicating that the model is more likely to detect
a scene change in longer segments. Second, we
identify character names as a key factor influenc-
ing the model’s predictions, particularly in cases
where errors occur. We recognize that false positive
and false negative cases are governed by different
aspects of character mentions. In false positive
cases, the model misinterprets a continuous scene
as a scene change due to the introduction of new
characters, which incorrectly signals a break. Con-
versely, in false negative cases, actual scene breaks
are mistaken for continuity because the model rec-
ognizes recurring names Or pronouns across scenes,
leading to incorrect predictions. Finally, we also
identify a third group of errors where the reasoning



(first trial) (final training)

Model Performance BERT USE | USE test set
Accuracy 0.83
Training 0.92 0.94 | 0.81
Validation 0.92 0.95 | 0.81
¥ 0.5

Training 0.48 0.69 | 0.66 )
Validation 0.48 0.71 | 0.65
Precision

Training 0.47 0.74 | 0.72 0.59
Validation 0.46 0.76 | 0.72

Recall
Training 050 065 | 062 O
Validation 0.50 0.67 | 0.61
Loss

Training 0.31 0.16 | 043 -
Validation 0.31 0.17 | 042

Table 3: First trial: Performance comparison of two
Transformer models (best epoch) indicating the valida-
tion results during the initial training process leading
to the decision to use USE as the main model: BERT
en_uncased and Universal Sentence Encoder (USE) fine-
tuned on four manually annotated training texts (before
upsampling). Final training: Performance of the best
epoch of the USE model fine-tuned on 20 manually
annotated training texts (after upsampling). The last col-
umn contains the evaluation results on the independent
test set.

behind the human annotator’s decision to mark a
scene change is unclear, making it difficult to deter-
mine the correct interpretation. This is of particular
interest given the low agreement among human
annotators in manual scene change annotation, sug-
gesting the absence of ground truth for this task for
US-English texts.

4 Conclusion and Outlook

In conclusion, the evaluation results and the er-
ror analysis® are promising, but the current ap-
proach only approximates scene change positions
within six-sentence segments. To enhance preci-
sion, we started developing a sentence-wise pre-
diction model that identifies the first sentence of a
six-sentence segment previously predicted with a
high probability of bearing a scene-change. How-
ever, the task is still far from being solved and with
our contribution we want to reopen the discussion
on scene segmentation, and add a new perspective
to the discourse on meaningful literary text segmen-
tation for CLS.

®A detailed analysis of the errors can be found in the Ap-
pendix A.
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Limitations

The study has several limitations that warrant
further investigation: Regarding generalizability,
while the segmentation approach may be applica-
ble to other popular fiction genres similar to those
found in our annotated corpus, we do not expect it
to perform well on more complex, highbrow liter-
ary texts. The structural and stylistic differences
between such texts and the corpus used in this study
pose a challenge for direct transferability (see also
Zehe et al. (2021b)).

Another limitation is that our study focuses only
on segment boundary detection, without distin-
guishing between scenes and non-scenes. While
this classification is part of the full task as defined
by Zehe et al. (2021b), our approach does not ac-
count for their distinction, nor for the detection of
nested scene structures, where scenes exist within
other scenes. Addressing this aspect would require
a more hierarchical segmentation approach, which
remains an open direction for future research.

Additionally, due to differences in language and
test sets, our results are not directly comparable to
those reported by Zehe et al. (2021b). This discrep-
ancy should be considered when interpreting our
findings in relation to prior work.

Ethics Statement

Our experiments are conducted on an extended ver-
sion of an existing dataset consisting exclusively of
fictional texts, including romance novels, which are
subject to copyright restrictions. The scene segmen-
tation task is independent of the specific content of
these texts and focuses solely on structural analysis.
We do not identify any ethical concerns related to
this task or its potential applications. The models
presented in this study are intended purely for the
analysis of fictional narratives.
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A Appendix: Detailed Error Analysis

In this section, we conduct an in-depth analysis of
the prediction errors from the six-sentence USE
model (see the confusion matrix in Figure 2).

We begin with an overview of the test data.
Among the 493 test cases, the model made 403 cor-
rect predictions and 90 incorrect ones. Of these 90
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Confusion Matrix

True label

Predicted label

Figure 2: Confusion matrix indicating the predictions
on the test set: [[370 29] [ 53 41]].

errors, 74 were false negatives, and 16 were false
positives. This suggests that the model is more
prone to overlooking a scene change than mistak-
enly identifying one when none exists. Through
an examination of individual examples, we identify
several factors that influence the model predictions:
1) segment length, 2) density of characters, 3) pro-
noun usage. We will analyze each factor and ex-
plore how they manifest in both false positive and
false negative cases.

A.1 Length

We compute the average scene segment length
for correctly predicted cases, incorrectly predicted
cases’, false positives, and false negatives, as
shown in Table 4. Our analysis reveals that in-
correct cases tend to have a higher average length
than correct ones, suggesting that the model is more
prone to errors when processing longer inputs. Ad-
ditionally, the biggest difference in average length
is observed between correct cases and false posi-
tives, as shown in Figure 3. With a gap of approx-
imately 150 words, this suggests that the model
is more likely to detect a scene change in longer
segments.

A.2 Characters

We identify character names as a key factor in-
fluencing the model’s predictions, particularly in
cases where errors occur. To investigate this, we
calculate the number of character mentions in each

"Correctly predicted cases: true positives and true nega-

tives. Incorrectly predicted cases: false positives and false
negatives.
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Category Average segment | Annot. differing
length from gold label

correct 337 0

incorrect 425 87

false Negative 411 74

false Positive 488 150

Table 4: Segment length comparison across different
categories. The second column calculates the average
segment length for each category, while the third column
shows the difference in average length between each
category and the correct category.

Scatter Plot of Lengths for Correct and False Positives Cases
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False Positives
Correct Avg
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Figure 3: Scatter plot of lengths for correct and false
positive cases.

scene segment and compare averages across cor-
rect, incorrect, false positive, and false negative
cases, as shown in Table 5. Our findings show that,
on average, incorrect cases contain slightly more
character mentions than correct ones. Notably, the
largest difference is observed between correct cases
and false positives. As shown in Figure 4, correct
cases typically include an average of 1.5 character
names, while false positives feature more than 2.5.
This suggests that scenes with multiple characters
pose a challenge for the model’s predictions.
Manually looking into each prediction, we rec-
ognize that false positive and false negative cases
are governed by different aspects of character men-
tions. In false positive cases, the model misinter-

Category Average character | Annot. differing
count from gold label

correct 1.67 0

incorrect 2.29 0.62

false negative 2.20 0.53

false positive 2.69 1.02

Table 5: Average character count comparison across
different categories. The second column calculates the
average character counts for each category, while the
third column shows the difference in average character
counts between each category and the correct category.
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Figure 4: Scatter plot of character counts for correct and
false positive cases.

prets a continuous scene as a scene change due to
the introduction of a new character, which incor-
rectly signals a break. Conversely, in false negative
cases, actual scene breaks are mistaken for continu-
ity because the model recognizes recurring names
or pronouns across scenes, leading to incorrect pre-
dictions.

Specifically, the following passage shows an ex-
ample of when the model predicts a scene change
when there is no scene change:

From the exterior there was no sign of the fire, al-
though there was still work to be done on the
inside. The charges against Abby had been
dropped, and all the loose ends of Greg’s death
and Rusty’s betrayal had been tied up. Both
Rusty and Richard had continued to maintain
that they’d had nothing to do with the tack under
Blackheart’s saddle blanket or the hay bale that
had nearly killed Abby. Abby had chalked the
incidents up to the hazards and accidents of ranch
life. As the wagon drew closer to the dragon tree,
all thoughts left Abby’s head. Beneath the tree,
next to the preacher, stood Luke and Cody.
(from Midnight Wishes by Cassidy)

As for the false negative cases, we recognize that
the character patterns can be categorized into two
subtypes: 1) same character names; 2) ambiguity
of pronouns.

The following passage is an example of the first
subcategory where the same character name ap-
pears both before and after the scene change. In
this instance, the model incorrectly predicts con-
tinuity when a scene change actually occurs. We
hypothesize that this character continuity misleads
the model, resulting in incorrect predictions.

I think he could have been a real cowboy if he’d
tried harder, don’t you?” Cody asked. Abby
squeezed her son’s shoulders sympathetically, un-
able to speak around the lump of emotion in her
throat. Dawn brought a nightmare sight. In the
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early glow of morning light the full extent of the
damage to the house was evident. Abby sat on the
bench next to the barn, staring at the gaping black
hole that marred the exterior of her home.

(from Midnight Wishes by Cassidy)

The second subcategory arises in situations
where similar pronouns appear in both scenes. In
such cases, the model may associate the pronouns
with the same individuals, leading it to predict con-
tinuity when there is actually a scene change. The
following passage is an example where a scene
change occurs, but the model predicts otherwise.
The pronouns indicate the presence of both a male
and a female in the first scene, as well as in the
second. Despite the time marker "after six" at the
beginning of the second scene, we observe that
in many cases involving pronoun ambiguity, the
model seems to prioritize character continuity over
time markers when making its predictions.

Her head was full of ideals about the world as it
should be, and his was full of knowledge about
the way it really was. A computer couldn’t have
picked a man more different from her. HE UN-
LOCKED THE DOOR and came in shortly af-
ter six in the evening. He looked at her appre-
hensively. She was sitting in the white armchair,
watching the rain. She looked paler than usual,
and he had a sudden desire to go to her, draw her
to her feet and take her in his arms. Except, he
thought, that was probably just what she didn’t
want.

(from Pros and Cons by Campbell)

A.3 Human Annotator

We identify a third group of ambiguous errors,
where the reasoning behind the human annotator’s
decision to mark a scene change is unclear. The
following paragraph serves as an example, where
the human annotator indicates a scene change, but
we cannot identify one, and the model predicts no
scene change. It’s possible that the scene change
occurs at the beginning or end of the segment, but
without additional context, it remains uncertain.
As aresult, we have created a separate error group
for these cases, where the ambiguity arises from
the lack of clear justification for the scene change,
making it difficult to determine the correct interpre-
tation.

All the time. Nobody to tell her what to do. Not

that Carl ever had. Still, she would be all by

herself in that big house, keeping her own sched-

ule, marching to her own drummer. Something

twisted inside her. The plain fact was this: There

was only one tune she wanted to march to, and

that was the tune of love.
(from Warrior’s Embrace by Webb)



