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Abstract

Large Language Models (LLMs) have demon-
strated remarkable adaptability in performing
various tasks, including machine translation
(MT), without explicit training. Models such
as OpenAI’s GPT-4 and Google’s Gemini are
frequently evaluated on translation benchmarks
and utilized as translation tools due to their
high performance. This paper examines Gem-
ini’s performance in translating an 18th-century
Ottoman Turkish manuscript, Prisoner of the
Infidels: The Memoirs of Osman Agha of
Timisoara, into English. The manuscript re-
counts the experiences of Osman Agha, an Ot-
toman subject who spent 11 years as a prisoner
of war in Austria, and includes his accounts
of warfare and violence. Our analysis reveals
that Gemini’s safety mechanisms flagged be-
tween 14% and 23% of the manuscript as harm-
ful, resulting in untranslated passages. These
safety settings, while effective in mitigating
potential harm, hinder the model’s ability to
provide complete and accurate translations of
historical texts. Through real historical exam-
ples, this study highlights the inherent chal-
lenges and limitations of current LLM safety
implementations in the handling of sensitive
and context-rich materials. These real-world in-
stances underscore potential failures of LLMs
in contemporary translation scenarios, where
accurate and comprehensive translations are
crucial—for example, translating the accounts
of modern victims of war for legal proceedings
or humanitarian documentation.

1 Introduction

Machine Translation (MT) has long been a cor-
nerstone of Natural Language Processing (NLP),
facilitating cross-linguistic communication and in-
formation accessibility. With the advent of Large
Language Models (LLMs) such as OpenAI’s GPT-
4 and Google’s Gemini, MT has seen significant
advancements in both performance and adaptability.
These models are not only evaluated on standard

translation benchmarks, but are also deployed as
translation tools across various domains. However,
the translation of historical and low-resourced lan-
guages presents unique challenges that are often
overlooked in mainstream MT research. Ottoman
Turkish (OT), an extinct language with limited dig-
ital resources, exemplifies such a low-resourced
language.

Translating OT manuscripts remains a labor-
intensive task with limited scholarly resources. To
the best of our knowledge, there is no MT system
specifically designed for OT-to-English (OT-EN)
translation. Current tools for Turkish-English trans-
lation are not directly adaptable for this task, de-
spite Turkish being the most closely related living
language to Ottoman. However, we know anecdo-
tally that scholars in Ottoman studies have been
using LL.Ms for translating their sources. Indeed,
LLMs have the potential to act as first-pass transla-
tors of OT, reducing the time and effort needed to
translate primary sources.

Accessible and reliable primary sources are in-
dispensable for historians. However, in English-
language instructional settings, the scarcity of trans-
lated non-English sources limits historians’ ability
to teach global histories. This skews students’ per-
ception of history, reinforcing a narrow view that
excludes varied cultural perspectives and further
marginalizing certain groups. Enhancing the avail-
ability of primary sources through effective trans-
lation is essential for diversifying history curricula
and democratizing access to the past. By increas-
ing the availability of multilingual primary sources,
we can contribute to a more inclusive and compre-
hensive understanding of our shared history.

In addition to addressing the challenges of
translating low-resourced historical languages, this
study explores the ethical implications of integrat-
ing artificial intelligence (Al) safety mechanisms
within Large Language Models (LLMs). These
safety protocols are designed to mitigate the dis-
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semination of harmful content by flagging and
restricting passages that contain violence, hate
speech, or other sensitive topics. These proto-
cols use algorithms to evaluate the contents of user
prompts before these can be processed by LLMs,
effectively content-moderating user prompts. Of-
ten there is little detail or clarity as to how these
algorithms are implemented and what constitutes
as inappropriate prompts. In the context of trans-
lation, such mechanisms can inadvertently impede
sensitive narratives from being processed by the
models. Translation requires accuracy and reliabil-
ity, arguably even more when it comes to complex
and difficult narratives of human experience.

Al safety and content moderation raises ethical
issues regarding the use of LLMs for translation.
Our work facilitates the examination of these ethi-
cal issues on real life data. As LLMs are increas-
ingly incorporated into translation pipelines, it is
crucial to understand how these safety mechanisms
handle complex accounts from real sources, as op-
posed to synthetic texts created to test Al models.
However, turning testimonies of contemporary in-
dividuals into Al test sets comes with its own set of
ethical challenges, such as violations of privacy and
consent. By testing LLMs on historical documents,
we can assess the impact of these safety decisions
without involving the stories of living individuals.

This paper investigates the performance of
Google’s Gemini in translating an 18th-century Ot-
toman Turkish manuscript, Prisoner of the Infidels:
The Memoirs of Osman Agha of Timisoara, into
English. By analyzing how Al safety settings in-
fluence the translation process, this study aims to
uncover the limitations and potential biases intro-
duced by these mechanisms when handling histori-
cal and context-rich materials.

2 Related Works

This research project is at the intersection of histor-
ical NLP, Digital History, machine translation, and
NLP research on low-resourced languages. By his-
torical NLP, we are referring to works like those on
Coptic (Enis and Megalaa) or Latin (Martinez Gar-
cia and Garcia Tejedor, 2020) that study these
historical languages within the field of NLP. The
use of NLP methods in History research has in-
creased in the recent years Jo (2020); de Bolla
(2023); Guldi (2023). Our work recognizes the
value that computational approaches add to His-
tory scholarship. At the same time, we argue

that Digital History, much like NLP, has a bias
towards English as non-English languages are ex-
tremely underrepresented in this field. Thus, we
see similarities between our work and those of
NLP researchers studying other non-English, low-
resourced languages (Doumbouya et al., 2023).

2.1 Translation with LLMs

Some of the most intriguing challenges stem from
the intersection of machine translation (MT) and
LLMs. Tanzer et al. (2024) presents a remarkable
case study and a new benchmark, Machine Transla-
tion from One Book (MTOB), which studies trans-
lation between Kalamang and English. Kalamang
is a language with fewer than 200 speakers and
no Internet presence, making it absent from any
LLM training data. By providing reference materi-
als such as a grammar book, word list, and exam-
ple sentences, the researchers were able to prompt
LLMs to achieve promising results. Another re-
lated area of research at the intersection of LLMs
and MT is the use of dictionaries within the con-
text window of LLMs. Ghazvininejad et al. (2023)
argues that using bilingual dictionaries could effec-
tively enable LLMs to correctly identify rare words
and transfer their skills to low-resourced and out-
of-domain MT settings. Translating a historical,
extinct language like OT represents a new research
horizons building upon these approaches.

2.2 Ottoman Turkish

Ottoman Turkish (OT) is a historical and primarily
written language, which was the official language
of the Ottoman Empire (1299-1923). OT was based
on Anatolian Turkish, but contained many words
and phrases borrowed and adapted from Arabic
and Persian. Moreover, it displayed certain syn-
tactic forms, such as the use of Persian genitive
case izafa, which are no longer used in Turkish.
Most importantly, OT was written in Arabo-Persian
script (Bugday, 2009). After the dissolution of the
Ottoman Empire, the newly-formed Republic of
Turkey implemented series of civil and adminis-
trative laws, including the 1928 Alphabet Reform
(Ziircher, 2004; Lewis, 1984). Also known as Harf
Devrimi in Turkish, literally translated ’letter re-
form’, this law resulted in a rapid transformation of
the Turkish alphabet from Arabo-Persian to Latin
script. Within 6 months of the law passing, the
official script of the Republic was already latinized.
The change of script was followed by the formation
of a state-led language simplification committee.
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Its mission was to invent “native” Turkish words
to replace their Arabic and Persian counterparts.
In the past century, the language changed enough
that even native speakers of Turkish can no longer
innately understand OT even in transliteration.
Due to the differences between Ottoman and
Modern Turkish, NLP tools developed for Turkish
are not directly applicable for OT. As such, OT
remains an underrepresented language in NLP. To
this day, there is only one paper in the Association
of Computational Linguistics (ACL) Anthology
that primarily deals with OT (Ozates et al., 2024).

2.3 Al Safety and Content Moderation

Google’s report on Gemini 1.5 (Team, 2024) in-
cludes some broad descriptions of the company’s
safety related concerns and decisions. The Gemini
Team lists 7 categories of harmful content: child
sexual abuse and exploitation, revealing personal
identifiable information that can lead to harm (e.g.,
Social Security Numbers), hate speech, danger-
ous or malicious content (including promoting self-
harm, or instructing in harmful activities), harass-
ment, sexually explicit content, and medical advice
that runs contrary to scientific or medical consen-
sus.

Despite outlining these categories, the Gem-
ini Team has not publicly shared specific exam-
ples for each category beyond referencing stan-
dard benchmarks such as the BBQ benchmark (Par-
rish et al., 2022). The team employs strategies to
cleanse pre-training data of harmful content and uti-
lizes supervised fine-tuning, particularly Reinforce-
ment Learning from Human Feedback (RLHF), to
align the model’s behavior with their safety criteria.
When it comes to API interactions, Gemini’s safety
settings are streamlined into four harm categories:
hate speech, dangerous content, harassment, and
sexually explicit content.

Table 1: An Example of Safety Ratings for a Single
Prompt

Metric

Hate Speech | Dangerous Content | Har Sexually Explicit
Probability Negligible Negligible Negligible Medium
Probability Score | 0.45075 0.29068 0.46023 0.77322
Severity Low Low Low High
Severity Score 0.37886 0.22085 0.20834 0.81757
Blocked No No No Yes

As depicted Table 1, each of the four harm cate-
gories is associated with two values: Severity Score
and Probability Score. Severity score indicates the
intensity of potential harm within the prompt. Prob-
ability score reports the model’s confidence in this

assessment. A prompt can be blocked for one cate-
gory or a combination of categories.

Our research aligns closely with studies at the
intersection of NLP and content moderation. As
demonstrated by Gligoric et al. (2024), distinguish-
ing reliably between the use and mention of harm-
ful content using NLP methods is exceedingly chal-
lenging. Gligoric et al. (2024) argues that the use of
words to convey a speaker’s intent is traditionally
distinguished from the mention of words for quot-
ing or describing their properties. This distinction
is pivotal for our research, as translation further
complicates this issue.

In our study, Gemini is not prompted to generate
"harmful” language, but with translating it. Whether
translation constitutes a case of mention remains
debatable. However, it is indisputable that transla-
tion shares similarities with the act of mentioning.
Various domains—such as legal testimonies, ed-
ucational materials, news reports, and academic
texts—rely on translation to report content. For
instance, a legal testimony involving assault is ex-
pected to contain potentially harmful language, yet
an accurate translation of this language is crucial
for proper legal proceedings. Understanding how
LLMs navigate the translation of sensitive content
can be informative in improving both translation
accuracy and content moderation strategies.

3 Data

3.1 Osman Agha: Person and Manuscript

Osman Agha was an Ottoman subject who spent
11 years as a prisoner of war in Austria during the
Great Turkish Wars (1683-1699). His memoirs,
Prisoner of the Infidels: The Memoirs of Osman
Agha of Timisoara, completed on May 18, 1724,
provide a detailed account of warfare, captivity, and
diplomatic interactions. Despite the rich content,
the manuscript remained relatively obscure during
the Ottoman era, with only a single extant copy
preserved in the British Library (MS. Or. 3213).
This is extremely rare in the manuscript-centered
literary culture of the Ottomans, where popular
works typically had multiple copies by different
scribes.

Richard F. Kreutel and Otto Spies published the
first scholarly German translation of Osman Agha
in 1954 (Kreutel and Spies, 1954). In the sub-
sequent years, the manuscript was translated into
Modern Turkish before it was transliterated into
Latin script OT in 2020 (Kog, 2020). Giancarlo
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Casale published the English translation (Casale,
2021) as a stand-alone work in 2021. The pub-
lication history of this manuscript shows that the
original text and its translation have never been
available within the same publication. This sep-
aration implies that while the transliteration and
many translations may have been included in LLM
training corpora, it was likely not presented in a par-
allel text format, presenting unique challenges for
machine translation models tasked with translating
low-resourced, historical languages like Ottoman.

3.2 Dataset

The dataset for this experiment contains the transla-
tions, English (Casale, 2021) and German (Kreutel
and Spies, 1954), and transliteration (Kog, 2020) of
the manuscript Prisoner of the Infidels. We scanned
and OCR’ed these works and extracted the text at
sentence level. We used SentAlign, a sentence
alignment algorithm (Steingrimsson et al., 2023)
to match the Ottoman Turkish and English texts to
each other. SentAlign uses the language-agnostic
BERT Sentence Embedding (LaBSE) model (Feng
et al., 2022) to capture the meaning of sentences
in parallel text corpora and identify which ones
are translations of each other. This is a complex
matching process that includes one-to-one, one-to-
many, many-to-one, and many-to-many, based on
similarity scores, and even removal of sentences
with no matches. After alignment, we obtained
the OT-EN dataset with 757 sentence pairs. We
used VecAlign (Thompson and Koehn, 2019), an-
other sentence alignment algorithm with the same
LaBSE embeddings, to align the German transla-
tion with the English translation. After alignment,
we had a second dataset of 1,699 DE-EN parallel
sentences.

Table 2: Dataset Overview

Dataset Name Number of Sentence Pairs

Ottoman Transliteration 1,095
English Translation 2,191
German Translation 2,101

OT-EN Parallel Text 755
DE-EN Parallel Text 1,699

4 Preliminary Experiments

While this paper deals with the performance of
Gemini 1.5 Pro, we tested the performance of the
following models on translating Osman Aga: GPT-
3.5, GPT-4, Gemini 1.0, Cohere Aya, before con-
ducting the experiments discussed in this paper,

and GPT-40, GPT-03-mini, Gemini 2.0, and Claude
Sonnet 3.7 leading up to the writing of this paper.
We also tested a state-of-the-art translation model,
Helsinki NLP Opus NMT model, for Turkish to En-
glish translation (Tiedemann, 2020) and fine-tuned
this model on a custom dataset that we created
from Turkish-English novels and handful Ottoman
works with English translations. We report Bilin-
gual Evaluation Understudy or BLEU scores (Pap-
ineni et al., 2002) and character n-gram F-score or
chr-F (Popovic, 2015) below.

Table 3: Osman Agha BLEU and chrF Scores

Model BLEU chrF
GPT-3.5 7.11 35.84
GPT-4 7.97 37.71
Gemini 1.0 7.85 36.61
Gemini 1.5 9.28 38.09
Cohere Aya 5.74 28.91
GPT-40 8.74  38.38
GPT-03-mini 6.02 35.67
Gemini 2.0 Pro 6.89 35.11
Claude Sonnet 3.7 9.74 40.32
Helsinki NLP OpusMT 2.83 19.39
Fine-tuned OpusMT 3.87 24.23

During our preliminary experiments, we discov-
ered that Gemini 1.5 exhibited content moderation
behavior despite relatively high scores and accept-
able first-pass translations. These preliminary re-
sults prompted our investigations into Gemini 1.5
Pro as outlined below.

5 Methods

Since our research goal is to study Gemini’s safety
settings and its relation to translation, we searched
for code examples written or approved by Google.
We identified this notebook from Google Cloud
Platform’s GitHub repository. The first example
in this notebook was translation of French into
English, which we included as Figure 6 in the Ap-
pendix of this paper. We modified this code to
save the output of the model, safety ratings, and
the other values into a CSV.

For our experiments, we used Gemini Pro 1.5
through API calls. We prompted the model to trans-
late the manuscript sentence by sentence. We ran a
first pass in which we sent requests for the entire
manuscript. Of the 755 sentences in OT-EN dataset,
208 sentences, or 27%, were not translated. We
know from previous experiments that sometimes
these models can behave in an unexpected way and
simply not translate. Thus, we ran a second pass
on these 208 sentences using the same translation
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prompt. In the second pass, 34 more sentences
were translated and we ended up with a total of
174 untranslated sentences, which represents about
23% of the entire dataset.

Our quantitative analysis focused on these 174
untranslated sentences. We extracted the safety
rating information for each sentence and plotted
the severity and probability scores. We studied
the relationship between how severe the predicted
harm in a given sentence is with how confident the
model is with its assessment. Additionally, we re-
alized that each sentence can be blocked for one,
two, three, or all four categories. We ran further
analysis to identify which of these 4 categories and
their exclusive combinations are seen in these 174
sentences. We also mapped these on an histogram
across the entire manuscript. The sentences in the
dataset are in the order in which the manuscript
was originally written. We grouped the sentences
into bins of 25 sentences and colored the histogram
bins based on exclusive combinations of harm cat-
egories observed in that 25 sentence chunk.

We ran the same translation prompt on the Ger-
man translation of the manuscript and followed the
same model of doing 2 passes. As we stated above,
we want to understand if these trends regarding
safety are a result of the contents of the manuscript
or related to the fact that Ottoman Turkish is a low-
resourced language. The original DE-EN dataset
consisted of 1699 sentences. In the first pass, 363
sentences, or 21% of the dataset, was not trans-
lated. In the second pass, 36 more sentences were
translated, meaning that only 328 sentences, or
19% of the original dataset, were left untranslated.
One sentence was not translated without triggering
any safety flags or returning any response from the
model in both passes. We removed that sentence
from the untranslated sentences dataset and ended
up with 327 sentences for analysis. We ran the
same quantitative analysis on this dataset as with
its Ottoman counterpart.

6 Results

Figures 1 and 2 report the relationship between the
severity and probability scores for OT-EN and DE-
EN datasets, respectively. Increasing severity score
strongly indicates an increase in model confidence
for both OT and DE cases, with a coefficient of
0.914 for OT and 0.935 for DE. In both cases we
see similar trends in the model being less confident
in its classification of dangerous content and more

confident in its classification of harassment.

Probability Score

Figure 1: Severity Score - Probability Score Plot for
Flagged Ottoman Turkish Sentences

Probability Score

Severity Score

Figure 2: Severity Score - Probability Score Plot for
Flagged German Sentences

The main difference between the two languages
is in the classification of severity. For the exact
same manuscript, Gemini classified more of the
flagged sentences with less severity for German
than for Ottoman Turkish in 3 harm categories,
shown in the severity comparison in Figure 3. Note
that the difference is not statistically significant.

Figure 3: Comparison of the Severity Scores in Ottoman
and German Datasets

231



Table 4 shows that the number of sentences
flagged for each category or combinations of cate-
gories follow a similar trend between OT and DE
datasets. In neither of them is there a sentence
flagged exclusively for hate speech and dangerous
content, or for hate speech, dangerous content and
harassment. The distributions of flags per category
and category combinations are broadly similar.

Table 4: Blocked Sentences Summary by Categories

Category(ies) Ottoman Turkish | German

Hate Speech 0 7

Dangerous Content 6 19

Harassment 46 69

Sexually Explicit 36 110
Hate Speech, Dangerous Content 0 0

Hate Speech, Harassment 41 46
Hate Speech, Sexually Explicit 0 1
Dangerous Content, Harassment 21 34
Dangerous Content, Sexually Explicit 2 6
Harassment, Sexually Explicit 4 9

Hate Speech, Dangerous Content, Harassment 10 14
Hate Speech, Dangerous Content, Sexually Explicit 0 0
Hate Speech, Harassment, Sexually Explicit 6 6
Dangerous Content, Harassment, Sexually Explicit 1 6
All Four Categories 1 0

Total Number of Blocked Sentences 174 327

The similarity in the broader trends across these
two datasets supports our hypothesis that the flag-
ging of these sentences is indeed related to the
contents of the manuscript and not due to Ottoman
Turkish being a low-resourced language.

Figure 4: Distribution of Flagged Sentences across the
entire Ottoman Manuscript

Figure 5: Distribution of Flagged Sentences across the
entire German Manuscript

As shown in Figures 4 and 5, our findings
with the distribution of the blocking across the

manuscript show that the safety triggers are not
random. Looking at the OT histogram, we see that
hate speech, dangerous content and harassment cat-
egory is more prevalent towards the beginning and
the end of the manuscript. Those are the sections
where Osman Agha is on the move: he is captured
early in the narrative and towards the end, he flees
captivity in disguise, traveling across Austria. The
parts marked as sexually explicit correspond to the
parts of Osman’s story when he is developing a
relationship with an Austrian noblewoman, after
the woman’s husband passed away. The categories
harassment and hate speech and harassment are
distributed all across the manuscript. Considering
the nature of the story, it makes sense to see these
two distributed across rather than clustered. These
factors reaffirm our proposition that there is a rela-
tionship between the contents and the safety flags.

7 Analysis

Below we offer a close analysis of three examples
of blocked sentences in the OT-EN dataset.

Example 1

Ottoman Turkish: "Tamam istediigii kadar
dogdiikden sonra kapuyu acub bizi ol Hirvatlar
ile temiircii kerhanesine gonderiib ayagimiza bir
cift esir prangasi tokuyub ol sa‘at dertin kal‘aya
zindana gonderdi."

Ground Truth English: "Finally, when he had
beaten me quite as much as he wanted, he opened
the door and had the Croatians take me down to the
blacksmith’s workshop, where I was fitted with a
pair of shackles. Then he sent me to the jail in the
inner fortress."

This was the only sentence which was flagged
in all 4 of the harm categories. While it clearly
depicts violence, evident in the references to beat-
ing and shackling, there is no clear description of
sexual contents. Yet this sentence was marked as
medium harm severity (0.637) for sexually explicit
content. We believe that this mistake arose from
the word kerhdne in the Ottoman sentence. In Mod-
ern Turkish, kerhdne, refers exclusively to a place
of sex work. However in OT it refers to a place
of work more generally. Moreover, this example
deals with a compound noun temiircii kerhdnesi
where temiircii means blacksmith, which is why it
is translated into English as blacksmith’s workshop.

With safety setting turned off, Gemini success-
fully translated this word in this sentence as forge.
This examples indicates that even though Gemini
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is able to recognize the context of a word, the con-
tent moderation algorithm cannot, which results in
unnecessary blocking of user prompts. One of the
promises of using LLMs was the context awareness
and the potential of these models to understand nu-
ances even in settings unseen at training time. Con-
tent moderation is preventing access to the model
and thus to the potential that this technology offers.

Example 2

Ottoman Turkish: "Ben dahi dedim ki, "Ne olsa
gerek? Kizin bikrini alub bozmugsuz! Kiz simdi
hamileyim deyii havf eder."

Ground Truth English: "“What do you think
happened?” I said. “You’ve taken her maidenhood
and ruined her, and now she’s afraid that she may
be pregnant."

This sentence is flagged as sexually explicit and
dangerous content as well as harassment. Such
classification is misleading. This sentence refers
to a young woman’s experience of sexual assault
and her fears of becoming pregnant as a result. As
a matter of fact, it is a conversation between two
individuals, in which the speaker is accusing the lis-
tener of violating a young woman. Sexual assault
is not sexually explicit content; the model’s classi-
fication of this sentence as high severity sexually
explicit content with 0.867 severity score indicates
issues with the safety settings.

Example 3

Ottoman Turkish: "Nemge zabitleri ne kadar
men’ eylemek murid eyledilerse miimkin olmayub
hattd gordiigimiiz iizre cenerallar at {izerinde
miiselman soyub katl edenlerin bir kacim tiifenk
ile urub oldiirmiislerdir. Gine sa’irleri mukayyed
olmayub garet eylemiglerdir."

Ground Truth English: "The Austrian officers
did try to prevent all of this, but it was impossible.
I even saw mounted officers who fired and killed
a few of their own troops as they despoiled and
murdered the Muslims, but this did not prevent the
rest, who continued as before."

This sentence was flagged for harassment and
hate speech both with low severity, 0.282 and 0.357,
respectively. However in both cases, the model
was over 60% certain of its decision, resulting in
a block. This sentence is a complicated account
of warfare. It depicts Austrian officers killing their
own troops because those troops have gone rogue.
They are committing extrajudicial murder, which
is restricted even in warfare. Moreover, it is nar-
rated from the victims’ perspective. Flagging such
complicated narratives further silences victims.

Example 4

Ottoman: Bir giin ‘ale’s-seher climle halk habda
iken kadinmmizin kaftanci kizi Margot ismiyle
miisemma on beg yasinda bir mahblbe, kara gozlii,
memeleri iki dane turunca benzer, gayet latif sifath
kiz idi, geliib yatagimiza biniib yamimizda yatub
beni iki kollariyla kugub biis eylemege baglayinca
gbziimii acub ne gorsem! Hi¢ me’mil olunmayan
bir kaziyye vaki’ olub, "‘Acabi bu sey diig miidiir,
hayal midir?" tefekkiir ederdim.

Ground Truth English: One day, just before day-
break, while everyone was still asleep, I was visited
by one of my lady’s handmaidens, a girl named
Margot. She was fifteen years old, a darling dark-
haired beauty with breasts like two oranges and a
delightful figure. She climbed right into my bed
and lay beside me, embraced me with both arms,
and started kissing me! I opened my eyes, and
could hardly believe the situation in which I found
myself.

This sentence remained untranslated even after
turning the model safety settings off. We believed
that the reference to Margot’s age She was fifteen
years old coupled with the sexual contents in the
passage triggered deeper, unchangeable settings.
We tested this further by changing the age refer-
ence in the original passage from fifteen to twenty.
The model then translated the edited sentence. This
example prompted us to further investigate how
Gemini handles age. We created a simple test sen-
tence in Turkish which translated to English as "I
am a 15 year old girl and I was sexually assaulted."
Gemini 1.5 did not translate this sentence either,
even with the safety settings off. This example
shows how a real, historical example could help
identify an aspect of model behavior that merits
further investigation.

8 Discussion

Osman Agha offer a unique opportunity for investi-
gating the relationship of translation and Al safety.
This manuscript is not calling for violence or de-
picting gory scenes. But it contains descriptions of
warfare and death, which are despite their sadden-
ing nature, part of the realities of life in the past as
well as today. This manuscript does not contain any
pornographic depictions, but it does mention sexual
assault and at times narrates sexual affairs. Osman
Agha does not call for hate towards any particular
group, but he does use historical terms, like infidel,
which are not appropriate to use in reference to
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people today. The diversity of themes covered in
this manuscript means that there are a variety of
sections that can helped us infer more about the Al
safety implementations behind Gemini.

We recognize the importance of Al safety set-
tings, especially when it comes to incredibly large
models like Gemini. However, translation and chat
are not equivalent tasks. Google is actively en-
couraging the use and deployment of Gemini in
translation, evident in their report (Team, 2024)
and in their investment in developing the MTOB
benchmark (Tanzer et al., 2024). Translation is a
standard use case in their basic usage examples.
Yet, the company does not offer any details about
how they see their safety settings interacting with
translation.

With an ever-increasing context window, it will
be remarkably easy to miss a few sentences that
were left untranslated. And those sentences might
be exactly the ones that a victim of personal or
structural violence needed to express to the rest of
the world. Mistakes in translation stand out. Re-
fusals to translate however can be hidden away,
behind code that is designed to move onto the next
sentence if it encounters an ’error’. Osman Agha’s
experiences, although sometimes not very pleas-
ant to read, are not far from the experiences of
Palestinians or Ukrainians, among other groups
experiencing warfare in today’s world. We need
to ensure that Al safety implementations do not
silence victims and underprivileged groups.

9 Implications

LLMs are useful tools to historians, especially for
those working with languages like OT that are
otherwise not served by existing language tech-
nologies. Historical research, whether it is testing
LLMs on real, historical data instead of fictional
test cases, or applying historical critical thinking to
technologies, offers a unique perspective to compu-
tational studies.

In lieu of a conclusion, we would like to offer
some thoughts regarding the implications of our
work. On January 28, 2025 Guardian reported an
interesting finding about how DeepSeek did not
answer questions about Tiananmen Square in its
chat interface. Many reputable news agencies con-
ducted their own analysis into this issue, including
the CNN World, which used this title in its report-
ing: "DeepSeek is giving the world a window into
Chinese censorship and information control."” On

February 12, 2025, OpenAl released an updated
model spec. ! This document contains several
examples of prompts that highlight how the Ope-
nAl models are supposed to respond in different
scenarios. These scenarios include political and
politicized questions that offer insights into Ope-
nAl policies.

In conjuncture with these developments, our re-
search offers an in-depth study of one model, Gem-
ini 1.5, and through our examples, we offer a win-
dow into information control in a closed source
model. Users can indeed change the safety settings
of Gemini in API calls, much like they can run their
own instance of DeepSeek without the layer that
prevents it from responding to questions related to
Tiananmen Square. In either case, however, study-
ing these models as artifacts from the perspective
of History and Philosophy of Science tells us some-
thing about the production context and use cases of
these models. Who is designing these technologies
and for whom are these technologies designed?
Whose experiences do not meet the threshold of
safety requirements or information policies of com-
panies and governments? These questions are cen-
tral for our understanding and evaluation of ethics
of science and technology, and their impact on so-
ciety today.

10 Ethical Considerations

Our work enables the examination of ethical issues
related to Al safety and content moderation in Al
models without posing risks to contemporary in-
dividuals. It is crucial to understand how these
safety mechanisms handle complex accounts that
may contain harmful content. By testing LLMs
on historical accounts, we can study the impact of
these safety decisions without exposing the stories
of people who are alive today to these models. Os-
man Agha’s account is over 300 years old and his
immediate relatives passed away long ago. This
minimizes the risk associated with incorporating
his experiences, however challenging they may be,
into these models. Additionally, we address con-
cerns related to the use of the translation. While the
original manuscript is no longer under copyright,
its translations are protected. Therefore, we must
ensure that the data is shared in a manner that pre-
vents the illegal recreation of the translation. We
are committed to handling the translated material
responsibly to avoid any unauthorized distribution

"https://model-spec.openai.com/2025-02-12.html

234


https://www.theguardian.com/technology/2025/jan/28/we-tried-out-deepseek-it-works-well-until-we-asked-it-about-tiananmen-square-and-taiwan
https://www.cnn.com/2025/01/29/china/deepseek-ai-china-censorship-moderation-intl-hnk/index.html

or misuse.
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A Appendix: Figures

# Prompt the model to generate content

Vertex Al SDK basic usage response = example_model.generate_content(
contents,
Below is a simple example that demonstrates how to prompt the Gemini 15 Pro model using the Vertex Al SDK. Learn more about the generation_config=generation_config,

s safety_settings=safety_settings,
Gemini AP parameters.

# Print the model response
print(f*\nAnswer:\n{response.text}")
print(f'\nUsage metadata:\n{response.to_dict().get("usage_metadata")}")

# Load a example model with system instructions
exanple_nodel = GenerativeModel(

MODEL_ID, print(f*\nFinish reason:\n{response.candidates(0].finish_reason}"}
system_instruction=[ print(f \nSafety settings:\n{response.candidates[@].safety_ratings}")
“You are a helpful language translator.",
- e : . = total_tokens: 14
; 'Your mission is to translate text in English to French.", total_billable_characters: 29
’
)
Answer:
# Set model parameters J'aime les bagels.

generation_config = GenerationConfig(
temperature=8.9,
top_p=1.8 Usage metadata:
(up-k-gz ! {'prompt_token_count': 14, 'candidates_token_count': 8, 'total_token_count': 22}
candidate_count=1,

Finish reason:
max_output_tokens=8192, 1

)
Safety settings:
[category: HARM_CATEGORY_HATE_SPEECH
:aiizys::::’i' n;it:’“ggs pmhagugty: NEGLIGIBLE
HarmCategory. HARM_CATEGORY_HARASSMENT: HarmBlockThreshold.BLOCK_LOW_AND_ABOVE, ';;32‘:&2;‘“ b
HarmCategory.HARM_CATEGORY_HATE_SPEECH: HarnBlockThreshold.BLOCK_LOW_AND_ABOVE, Severity score: ©.07821886986494064
HarmCategory.HARM_CATEGORY_SEXUALLY_EXPLICIT: HarmBlockThreshold.BLOCK_LOW_AND_ABOVE, . category: HARM_CATEGORY_DANGEROUS_CONTENT
HarmCategory.HARM_CATEGORY_DANGEROUS_CONTENT: HarmBlockThreshold.BLOCK_LOW_AND_ABOVE, probability: NEGLIGIBLE
probability_score: 0.06730187963085175
severity: HARM_SEVERITY_NEGLIGIBLE
severity_score: 0.00089674800634384
prompt =

4 category: HARM_CATEGORY_HARASSMENT

User input: I Like bagels. probability: NEGLIGIBLE
Answer: probability_score: 0.1252792477607727
severity: HARM_SEVERITY_NEGLIGIBLE
severity_score: 0.08525123447179794

4 category: HARM_CATEGORY_SEXUALLY_EXPLICIT
:ﬂ:i;ﬂi:”ig?;f’ﬂ;gliend fojthsinodel probability: NEGLIGIBLE
probability_score: 0.21060390770435333
severity: HARM_SEVERITY_NEGLIGIBLE
severity_score: 0.11260009557008743
1

# Counts tokens
print (example_model. count_tokens (contents))

Figure 6: Gemini Example Code
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