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Abstract

With the start of the full-scale Russian invasion
of Ukraine in February 2022, the spread of pro-
Kremlin propaganda increased to justify the
war, both in the official state media and social
media. This position paper explores the the-
oretical background of propaganda detection
in the given context and proposes a thorough
methodology to investigate how language has
been strategically manipulated to align with
ideological goals and adapt to the changing
narrative surrounding the invasion. Using the
WarMM-2022 corpus, the study seeks to iden-
tify linguistic patterns across media types and
their evolution over time. By doing so, we
aim to enhance the understanding of the role
of linguistic strategies in shaping propaganda
narratives. The findings are intended to con-
tribute to the broader discussion of information
manipulation in politically sensitive contexts.

1 Introduction

The Russo-Ukrainian war has intensified the need
to understand media manipulation and its societal
impacts. There has been an increased number of
endeavors for propaganda detection, in general and
on the Russo-Ukrainian war specifically. Since
language variation can be driven by external fac-
tors such as social, political, or cultural influences,
studying linguistic change in the context of pro-
paganda can help detect it more accurately. This
argument is further supported by the fact that dis-
information changes and evolves over time (Adri-
ani, 2019), as is the case with Russian propaganda
(Solopova et al., 2023a), which has been used by
the government to justify the invasion and gain sup-
port from its population. Moreover, research has
shown that linguistic change can occur not only di-
achronically, but also across diverse contexts, such
as different political viewpoints (Azarbonyad et al.,
2017; Ustyianovych and Barbosa, 2024). By com-
paring traditional mass media, i.e., press and TV,

with social media in Russia, Alyukov et al. (2024)
found that propaganda frames1 differ between these
two text types: state media are targeted at more
passive audiences, whereas social media seek to
convince those searching for alternative sources
of information. This suggests that there might be
fewer regime supporters on social media, and thus
the political stance of the users might differ be-
tween the two text types.

This paper presents a research framework to
analyze Russian state-controlled media and so-
cial media, which will allow us to answer the
following research questions: (1) how language
in these two text types linguistically differs and
might reflect propaganda strategies (e.g., the use
of euphemisms); (2) how it might have changed
over time. As a result, we expect to see linguis-
tic variations between the two media types, since
they use distinct propaganda frames and strategies.
Specifically, we might find a tendency towards eu-
phemistic choices to prevail in state-controlled me-
dia texts in comparison to social media posts, such
as by replacing war with special military operation
(the former term is less likely to be propaganda, cf.
Park et al., 2022; Solopova et al., 2023a). Addi-
tionally, by conducting our analysis, we anticipate
to trace the diachronic evolution of Russian propa-
ganda about the war in Ukraine.

Even though propaganda and disinformation de-
tection is a common natural language processing
(NLP) task, few studies have focused on linguis-
tic change as a possible indicator of information
manipulation. Furthermore, recent research relies
on transformer-based architectures exploiting con-
textual embeddings for propaganda detection and
classification into techniques (e.g., Hein, 2023).

1According to Entman (1993), to frame is to "select some
aspects of a perceived reality and make them more salient in
a communicating text, in such a way as to promote a particu-
lar problem definition, causal interpretation, moral evaluation,
and/or treatment recommendation for the item described" (Ent-
man, 1993, p. 52).
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While these methods perform relatively well, they
heavily rely on annotated data and explainability
remains a major issue, as they do not allow fully
capturing on which basis the classification of pro-
pagandistic texts is motivated (cf. Da San Martino
et al., 2021; Park et al., 2022). In this study, be-
sides using word embeddings, we also propose
interpretable methods applied to the analysis of
language variation and change. Word embeddings
(Mikolov et al., 2013; Hamilton et al., 2016) will al-
low us to model semantic shifts. Kullback-Leibler
Divergence (KLD; Kullback and Leibler, 1951)
is employed to detect and analyze features con-
tributing to change across linguistic levels (Hughes
et al., 2012; Bochkarev et al., 2014; Fankhauser
et al., 2014; Klingenstein et al., 2014; Degaetano-
Ortlieb and Teich, 2022). To capture more nuanced
changes in the local linguistic context, we use sur-
prisal, which models the (un)expectedness of words
in particular contexts (Hale, 2001). The combina-
tion of these methods would help us detect distinc-
tive features of linguistic change, providing highly
interpretable results. Their detailed description is
provided in Section 4.

2 Related Work

Since the beginning of Russia’s full-scale inva-
sion of Ukraine, there have been a number of at-
tempts to combat Russian propaganda with the help
of NLP techniques. Some studies applied both
traditional and neural machine learning to detect
pro-Kremlin propaganda with promising results
(Vanetik et al., 2023; Solopova et al., 2023b, 2024).
Arguing that dehumanization leads to extreme vio-
lence, Burovova and Romanyshyn (2024) trained a
few binary classifiers to detect dehumanizing lan-
guage of Ukrainians on Russian social media, with
the SpERT model outperforming the rest.

Other studies delved into the computational anal-
ysis of Russian propaganda about the war. For in-
stance, Alyukov et al. (2023) created the Wartime
Media Monitor (WarMM-2022) corpus, which in-
cludes publications on the Russo-Ukrainian war
and consists of two parts: state media and social
media, and used it to analyze major propaganda
themes and strategies. In their later study, Alyukov
et al. (2024), by working on the same dataset, ex-
plored the differences between propaganda frames
representing diverse semantic entities in the two
subcorpora. They identified the following frames:
dependence (the narrative about Ukraine’s depen-

dence on the West), dehumanization (using dehu-
manizing language towards Ukrainians), normal-
ization (downplaying the effects of the war on the
everyday life in Russia), and disinformation (pre-
senting news from Ukraine and the West as fake).
The researchers found that the press and TV applied
the dehumanization frame (which is in line with
the results reported by Burovova and Romanyshyn,
2024), as well as dependence and normalization,
while social media used the disinformation frame.
These strategies, on the one hand, aimed to pacify
the regime supporters who mostly consumed tra-
ditional media, and on the other hand, tried to mo-
bilize the users of social media by employing the
disinformation frame. The findings by Solopova
et al. (2023a) also confirmed that the mobilization
strategy was used by the government to target the
Russian population. This indicates that the two text
types are distinct from each other, as they are aimed
at different audiences (at the semantic as well as
other linguistic levels).

Similarly, Park et al. (2022) analyzed the media
effects of Russian news about the war; however, in-
stead of comparing press and TV with social media,
they looked into state-affiliated and independent
outlets on two online platforms, VKontakte and
Twitter. They found that since the start of the full-
scale invasion, independent media outlets have pre-
dominantly used the term war, while state-affiliated
outlets have frequently opted for the euphemism
(special military) operation. The same difference
was observed by Ustyianovych and Barbosa (2024)
between pro-Russian and pro-Ukrainian Telegram
channels, indicating that political opinions might
influence semantic choices and phrasing. Using
the term special military operation was also given
as an example of the normalization propaganda
frame by Alyukov et al. (2024). This is in line
with Solopova et al.’s (2023a) results, who trained
two classifiers based on SVM and BERT to de-
tect pro-Kremlin propaganda, and found that the
word war was highly predictive for both models,
meaning that a text containing it was more likely
to be labeled as not propagandistic. The authors
explain it by the fact that this term was deliberately
avoided by government officials and even became
illegal in Russia. Consequently, it rarely appeared
in pro-Kremlin news, which relied on euphemisms
instead.

Apart from linguistic variation between the state-
affiliated and independent media, Park et al. (2022)
also observed differences in the two platforms
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(VKontakte vs. Twitter, particularly divergent fram-
ing strategies), as well as across time (before vs.
after the beginning of the full-scale invasion, e.g.,
an increase of frequency of terms related to war).
This confirms Azarbonyad et al.’s (2017) hypothe-
sis that semantic change can occur both diachron-
ically and in distinct contexts, such as divergent
political viewpoints. Since traditional media and
social media may reflect differences in the stance
of the users, we presume that language might also
vary between these two text types.

Diachronic variation of war narratives was also
analyzed by Solopova et al. (2023a), who looked
at the evolution of pro-Kremlin propaganda within
the first year of the full-scale invasion. Compared
to the beginning of 2022, they found an increase in
the use of the term Kyiv Regime, claims, assertive
words, adverbs, and other high-modality words, as
well as the mention of the West and negotiations
on Russian Telegram at the start of 2023. In con-
trast, special military operation, negotiations, sanc-
tions, genocide, fake news, and Belarus were dis-
cussed less frequently in the Russian state-run me-
dia in 2023 in comparison with 2022. In a similar
vein, Burovova and Romanyshyn (2024) observed
varying temporal dynamics of the dehumanization
rhetoric, whose changes coincided with important
events before or after the start of the full-scale in-
vasion. In particular, they found that certain types
of dehumanization began to rise shortly before the
invasion and declined at its onset, suggesting that
dehumanization plays a preparatory role in legit-
imizing acts of genocide. These developments re-
veal important shifts in propagandistic narratives
over time.

3 Data

For our pilot study, we are using the WarMM-2022
corpus (Alyukov et al., 2023), which is a collec-
tion of 1.7M posts on the Russo-Ukrainian war.
Our motivation for choosing it is two-fold. Firstly,
the corpus includes two text types targeting differ-
ent audiences. The state-controlled mass media
include 24.4M tokens of press and 1.7M tokens
of TV transcripts, and their style is more formal.
Social media posts consist of 268.4M tokens and
are characterized by limited governmental control
and less formal register. Whereas the former text
type promotes state-imposed propaganda, the latter
includes both publications by regime supporters
and anti-government voices. These differences be-

tween the text types would allow us to study lin-
guistic variation in divergent contexts. Secondly,
the WarMM-2022 corpus is diachronic: the state
media subcorpus covers the period from February
until September 2022, whereas the posts on social
media span from July to September 2022, which is
useful for analyzing linguistic change over time.

4 Proposed Methodology

4.1 Measuring Divergence Between Media
Types and Time

To measure how much the two text types of the
WarMM-2022 corpus (state vs. social media) differ
from each other and by which linguistic features,
we use KLD (Kullback and Leibler, 1951). KLD is
used to quantify the divergence between two prob-
ability distributions of linguistic features. Using
the whole lexicon to depict the lexical level, as
well as vocabulary subsets such as content words,
part-of-speech tags, etc. to represent more abstract
linguistic levels, we implement KLD on the two
probability distributions: State (for state media)
and Social (for social media).

We apply KLD to the WarMM-2022 corpus com-
paring probability distributions of text types and
diachronically by using various linguistic features.
The probability distribution is based on the unigram
probability of a linguistic feature (e.g., a word)
to occur in one or the other sub-corpus. In gen-
eral, KLD measures the number of additional bits
needed to encode one distribution with the other
distribution. For example, KLD of State given So-
cial is measured as:

D(State ∥ Social) =
∑

i

p(featurei | State) log2

p(featurei | State)
p(featurei | Social)

In this equation, p(featurei | State) stands for
the i-th linguistic feature in the State distribution
and p(featurei | Social) for the i-th feature in the
Social distribution. As the overall divergence is
a sum of the individual divergences of each fea-
ture, we get to know how much linguistic features
contribute to divergence-revealing features that are
disproportionately emphasized in one corpus rel-
ative to the other. In comparison to using mere
frequency, with KLD we are also able to detect
low-frequency but distinctive features of variation
(cf. Degaetano-Ortlieb et al., 2021).

Previous studies have demonstrated KLD’s util-
ity in analyzing linguistic variation and change,
enabling comparisons of linguistic features across
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registers (Fankhauser et al., 2014), styles (Hughes
et al., 2012), social variables and combinations of
these (Degaetano-Ortlieb et al., 2021) as well as
linguistic differences in criminal trials (Klingen-
stein et al., 2014), and word frequency shifts across
languages (Bochkarev et al., 2014).

By applying KLD to the WarMM-2022 corpus,
we expect to see some differences between the two
text types. Furthermore, KLD can be applied to in-
vestigate diachronic linguistic change. For instance,
Degaetano-Ortlieb and Teich (2022), who explored
the evolution of scientific English, showed that ex-
ternal factors such as new scientific discoveries
influenced the vocabulary of the language, which
was reflected by peaks in KLD. Therefore, this
method can help us study how linguistic strategies
of propaganda shifted over time. Overall, KLD
will offer us a nuanced perspective on how narra-
tives adapt to audience and platform constraints
and evolve diachronically.

We argue that KLD offers interpretability advan-
tages over more opaque machine learning methods
in detecting divergent language use which can be
mapped to propaganda techniques and provides
a deeper understanding of how these techniques
are linguistically construed and evolve over time.
While neural models achieve high accuracy, their
reliance on labeled data and challenges in domain
transfer limits adaptability to novel datasets and
hardly allows analyzing linguistic choices. In con-
trast, KLD’s reliance on probability distributions
aligns with the FAIR (Findable, Accessible, In-
teroperable and Reusable) principles, enabling re-
producibility and transparency in computational
linguistics research.

4.2 Surprisal
According to information theory, information is
defined as unpredictability within a given context,
often described as surprisal (Hale, 2001). Surprisal
quantifies the degree of unexpectedness of a unit,
such as a word in a sequence, based on its preceding
context. It is expressed in bits, with higher values
indicating greater unpredictability and lower values
reflecting higher predictability. For instance, in the
context of Russian propaganda, the surprisal of the
word operation given special military would be
measured as follows:

S(operation) = − log2 p(operation | special military)

Since the term special military operation was

introduced at the beginning of the full-scale inva-
sion, we hypothesize that the surprisal of the word
operation in the given context will be higher in
February 2022, but it will drop in the following
months, indicating the conventionalized usage of
this term in state-imposed propaganda.

Surprisal has been applied in a number of studies
on language change, e.g., to trace the evolution of
scientific English (Teich et al., 2021; Degaetano-
Ortlieb and Teich, 2022; Steuer et al., 2024) and
to analyze linguistic variation in Early Modern En-
glish (Gergel et al., 2017), suggesting the validity
of this method for this task.

4.3 Word Embeddings

In distributional semantics, words are represented
as vectors in a space based on their co-occurrence
patterns, allowing their representations to be com-
pared across different periods (Hamilton et al.,
2016). Word embeddings are a commonly used
method to study semantic change (Hamilton et al.,
2016; Bizzoni et al., 2020; Giulianelli et al., 2020;
Montariol et al., 2021). It has also been applied
to examine linguistic variation in political and so-
cial contexts (Azarbonyad et al., 2017; Garg et al.,
2018; Wevers, 2019; Marjanen et al., 2019; Tripodi
et al., 2019), including the Russo-Ukrainian war
(Ustyianovych and Barbosa, 2024).

We also believe that word embeddings are useful
for investigating semantic shifts that might reveal
propaganda strategies. For example, Russia has
been using the narrative of "Nazi Ukraine" to jus-
tify its invasion, claiming that the current Ukrainian
government commits genocide against Russians
(Fortuin, 2022). By visualizing the word Nazi in
the semantic space, we anticipate that it will be
closer to words related to Nazi Germany and World
War II before or at the very beginning of the full-
scale invasion, but afterward, this word will proba-
bly be more strongly associated with Ukraine, its
government and people.

5 Preliminary and Expected Results

Drawing from Alyukov et al.’s (2024) work, we
anticipate finding differences and/or similarities
between state and social media, as well as trac-
ing the evolution of Russian propaganda over time
by applying the above-mentioned methods. This
would allow us to study linguistic change both di-
achronically and across media types. We might
also gain insights into the interplay between the
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text types. Specifically, narratives that originate in
the official media might influence social media dis-
course. This could happen through the repetition
and reinforcement of state-approved messages by
pro-government social media users and the dissem-
ination of mainstream propaganda by bots or paid
commentators (Alyukov et al., 2023).

As the first step of our pilot study, we conducted
some experiments by applying KLD to a small
subset of the WarMM-2022 corpus, and we could
already see some of the results we expected. Specif-
ically, we compared the usage of nouns in social
and state media posts from July 30 and 31, 2022
(approx. 2 million nouns). While the direct term
война2 is the most distinctive noun for social me-
dia, state media mostly uses opaque euphemisms
like спецоперация3, ситуация4 and демили-
таризация5. This is in line with previous stud-
ies, which showed a clear distinction between the
words denoting the war used in propagandistic or
non-propagandistic texts (Solopova et al., 2023a),
pro-Russian or pro-Ukrainian news (Ustyianovych
and Barbosa, 2024) and state-affiliated or indepen-
dent outlets (Park et al., 2022). Another interesting
observation is that there is a high contribution of
words such as правда6 and факт7 to the language
of social media, as opposed to that of press and
TV. This could indicate the government’s efforts
to employ the disinformation frame, which, as was
shown by Alyukov et al. (2024), is predominant on
social media as a means to discourage users from
seeking out other sources of news that contradict
the pro-Kremlin narratives.

In the future, we plan to do a more comprehen-
sive KLD analysis comparing state and social me-
dia posts from the whole WarMM-2022 corpus, as
well as studying diachronic linguistic change in the
context of propaganda and applying other meth-
ods mentioned in Section 4, namely surprisal and
word embeddings. As a more ambitious goal, we
hope that our work will contribute towards combat-
ing disinformation, specifically in war contexts. In
terms of practical applications of our methodology,
we expect it could be employed in studying other
political or historical events.

2[voyna] — war.
3[spetsoperatsiya] — an abbreviation from "special [mili-

tary] operation".
4[situatsiya] — situation, as in "situation in Ukraine".
5[demilitarizatsiya] — demilitarization, a term used by the

Russian government to justify its invasion of Ukraine.
6[pravda] — truth.
7[fakt] — fact.

6 Conclusion

This work underscores the potential of open, trans-
parent methodologies to democratize access to
knowledge and foster resilience against disinfor-
mation. By leveraging interpretable methods such
as KLD, surprisal, and word embeddings, our study
aims to provide a robust framework for detecting
and analyzing propaganda strategies in Russian
state-controlled and social media.

By systematically examining linguistic change
both across text types and over time, our study
contributes to a deeper understanding of propa-
ganda mechanisms and their societal implications.
It also highlights the importance of combining in-
terpretability and reproducibility in computational
linguistics research, particularly in political con-
texts.

In addition to its academic contributions, this
research has significant practical implications. It
equips researchers, policymakers, and media ana-
lysts with tools to critically examine information
landscapes and identify deliberate attempts to influ-
ence public opinion. Ultimately, by demonstrating
how linguistic change can be an indicator of pro-
pagandistic strategies, we aim to advance efforts
to counteract disinformation and enhance media
literacy.

7 Future Work

We use KLD, surprisal, and word embeddings for
a preliminary analysis of propagandistic narratives,
which would reveal certain linguistic features that
drive change in this domain. In future studies, we
might also use graph neural networks, as they have
been shown to provide promising and interpretable
results in semantic change (Chen et al., 2023) and
disinformation detection (Panayotov et al., 2022).
We also plan to consider a combination of these
methods as a complementary means to transformer-
based approaches, specifically, by using machine
learning methods to detect propaganda. Possible
directions include classifying news into fake or real
(as in Solopova et al., 2024), pro- or anti-regime
(similar to Ustyianovych and Barbosa, 2024), and
according to propaganda frames (following the
work by Alyukov et al., 2024). Potentially, we
might extend our research and analyze not only lin-
guistic change of propaganda across time and text
types, but also how narratives about the war dif-
fer between languages such as Russian, Ukrainian,
and English, representing another dimension of
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linguistic variation. Finally, we could also inves-
tigate pro-Kremlin propaganda that preceded the
full-scale invasion of Ukraine in 2022, e.g., since
the start of the war in Donbas in 2014.

8 Challenges and Limitations

Propaganda detection is a complicated task not
only for computers but even for humans, as many
people fall victim to information manipulation in
today’s enormous influx of news in media. First
of all, there is no single definition of propaganda
in general or a single framework for detecting it
with NLP techniques. We aim to address these
challenges by providing a working definition of
propaganda based on previous research in the field,
as well as proposing a thorough methodology for
tackling it computationally. Secondly, propaganda
identification can be biased, as it depends on the
political stance of the researcher. To eliminate any
possible bias, we again plan to rely on related work
and use data-driven approaches to detect propa-
ganda, which were described in Section 4.

9 Ethical Considerations

Propaganda and war are highly sensitive topics.
However, since we are using an already avail-
able corpus of news on the Russo-Ukrainian war
(WarMM-2022), our research does not involve hu-
man participants (e.g., to annotate texts as propa-
ganda or not), thus eliminating any ethical concerns
in this regard. In the future, we might also use other
datasets that were employed in previous research
on the topic of the Russian invasion of Ukraine.
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