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Abstract

Retrieving temporal event sequences from tex-
tual descriptions is crucial for applications such
as analyzing e-commerce behavior, monitor-
ing social media activities, and tracking crim-
inal incidents. To advance this task, we in-
troduce TESRBench, a comprehensive bench-
mark for temporal event sequence retrieval
(TESR) from textual descriptions. TESRBench
includes diverse real-world datasets with syn-
thesized and reviewed textual descriptions, pro-
viding a strong foundation for evaluating re-
trieval performance and addressing challenges
in this domain. Building on this benchmark,
we propose TPP-Embedding, a novel model
for embedding and retrieving event sequences.
The model leverages the TPP-LLM framework,
integrating large language models (LLMs) with
temporal point processes (TPPs) to encode both
event texts and times. By pooling representa-
tions and applying a contrastive loss, it unifies
temporal dynamics and event semantics in a
shared embedding space, aligning sequence-
level embeddings of event sequences and their
descriptions. TPP-Embedding demonstrates su-
perior performance over baseline models across
TESRBench datasets, establishing it as a pow-
erful solution for the temporal event sequence
retrieval task.

1 Introduction

Temporal event sequence retrieval (Gupta et al.,
2022) plays a crucial role in various applications,
such as e-commerce user activity analysis, social
media monitoring, and crime tracking. These se-
quences combine temporal information with event
types, making them more complex than traditional
text data. Effective retrieval requires models ca-
pable of capturing both time-sensitive dynamics
and structured relationships within the sequences.
While traditional language models perform well for
general text retrieval (Kashyap et al., 2024), they
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Figure 1: TPP-Embedding framework with one TES-
RBench example, where the model embeds both tex-
tual descriptions and temporal event sequences using a
shared TPP-LLM framework, applies pooling to gen-
erate fixed-length representations, and uses contrastive
learning with similarity scores to align matching pairs
for effective event sequence retrieval.

often struggle to handle the unique temporal and
structural complexities of event sequences.

To address these challenges, we introduce TESR-
Bench', a comprehensive benchmark for evaluating
temporal event sequence retrieval (TESR) from tex-
tual descriptions. TESRBench comprises diverse
real-world event sequence datasets with synthe-
sized and reviewed textual descriptions, offering a
strong foundation for benchmarking retrieval mod-
els. It highlights the complexities of aligning event
sequences with textual descriptions and provides a
standardized platform for evaluating model perfor-
mance, uncovering key challenges, and identifying
opportunities for improvement in temporal and con-
textual modeling.

Building on this benchmark, we propose TPP-
Embedding®, a novel framework for temporal
event sequence retrieval that extends the TPP-LLM

"Benchmark available on https://huggingface.
co/tppllm.

GitHub repository available on https://github.
com/zefang—1liu/TPP-Embedding.
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model (Liu and Quan, 2024). TPP-LLM integrates
temporal encoding for event times and textual em-
beddings for event types within a large language
model (LLM) backbone to model temporal point
processes (TPPs). Extending this framework, TPP-
Embedding aligns sequence-level representations
of event sequences and their textual descriptions
in a shared embedding space. By modeling the in-
terdependencies between events and their temporal
context, TPP-Embedding generates richer, contex-
tually informed embeddings optimized for retrieval
tasks. Evaluated across TESRBench datasets, TPP-
Embedding demonstrates superior performance
over text-based baselines and generalizes effec-
tively across different event domains.

In this paper, our key contributions are: (1) In-
troducing TESRBench, a benchmark for evaluating
TESR models with diverse datasets; (2) Proposing
TPP-Embedding, which integrates temporal and
event-type information for accurate event sequence
retrieval from descriptions; and (3) Showcasing the
scalability and flexibility of our approach through
multi-domain experiments.

2 Related Work

Recent developments in sentence representation
models, such as Sentence-BERT (Reimers and
Gurevych, 2019), have significantly improved re-
trieval tasks by enabling efficient semantic sim-
ilarity searches using transformer-based embed-
dings (Vaswani et al., 2017). While these models
perform well in standard text retrieval tasks (Lin
et al., 2022), they struggle with the temporal and
event-specific complexities of event sequence data.
To address these challenges, temporal point pro-
cess (TPP) models (Mei and Eisner, 2017; Shchur
et al., 2021; Xue et al., 2023) have been adapted
for retrieval tasks. NeuroSeqRet (Gupta et al.,
2022, 2023) introduces a neural framework for
continuous-time event sequence retrieval by lever-
aging marked TPPs to model temporal dynamics
and using a trainable unwarping function, neural
relevance models, and hashing techniques to opti-
mize retrieval efficiency. However, despite these
advancements, existing models either treat event
types as categorical inputs, limiting their ability
to capture rich event semantics, or treat entire se-
quences as text, ignoring their temporal dependen-
cies.

Recently, Liu and Quan (2024) proposed TPP-
LLM, a framework that integrates large language
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models (LLMs) with TPPs to capture event se-
mantics and temporal dynamics for event sequence
modeling and prediction. While TPP-LLM focuses
on predicting future event types and times using
both textual and temporal information, our pro-
posed TPP-Embedding extends this framework to
the task of retrieving temporal event sequences
from textual descriptions. By introducing a shared
embedding space for sequences and descriptions
and employing contrastive learning, our model ef-
fectively aligns sequence-level representations with
natural language descriptions, enabling retrieval
while maintaining temporal and semantic depen-
dencies.

3 Benchmark

In this section, we present TESRBench, a com-
prehensive benchmark designed to evaluate tempo-
ral event sequence retrieval (TESR) from textual
descriptions. We provide an overview of its key
components, including detailed dataset summaries,
the methodology for generating event sequence de-
scriptions, and the evaluation process used to assess
the quality of these descriptions.

3.1 Dataset Summaries

TESRBench is built on five real-world datasets
from diverse domains: Stack Overflow, Chicago
Crime, NYC Taxi Trip, U.S. Earthquake, and Ama-
zon Review. Each dataset captures sequences of
event-based information within specific time peri-
ods but lacks accompanying textual sequence de-
scriptions. To address this, we generate textual
descriptions for these event sequences using GPT-
40-mini (Achiam et al., 2023), creating objective
summaries that emphasize the order and timing of
events while preserving their essential structure.
Details of the description generation and evalua-
tion processes are provided in subsequent subsec-
tions. Examples of the data from TESRBench are
included in Appendix A for further reference.

The datasets in TESRBench span various do-
mains and offer rich opportunities for analysis.
Table 1 presents an overview of their key statis-
tics, using the same train/validation/test splits as
Liu and Quan (2024), which are detailed in Ta-
ble 2. The Stack Overflow (Stack Exchange,
Inc., 2024) dataset tracks non-tag-related badges
earned between January 2022 and December 2023,
comprising 3,336 sequences across 25 event types.
The Chicago Crime (Chicago Police Department,



Dataset Domain #of Types #of Events #of Seq. Avg. Seq. Length  Time Unit
Stack Overflow Social Networks 25 187,836 3,336 56.31 Month
Chicago Crime Urban Dynamics 20 202,333 4,033 50.17 Month
NYC Taxi Trip Transportation 8 362,374 2,957 122.55 Hour
U.S. Earthquake  Natural Disasters 3 29,521 3,009 9.81 Day
Amazon Review E-Commerce 18 127,054 2,245 56.59 Week

Table 1:
Dataset Seq. Train Val. Test
Stack Overflow 3,336 2,668 334 334
Chicago Crime 4,033 3,226 403 404
NYC Taxi Trip 2,957 2,365 296 296
U.S. Earthquake 3,009 2407 301 301
Amazon Review 2,245 1,796 224 225

Table 2: Numbers of sequences in train, validation, and
test sets of TESRBench datasets.

2024) dataset focuses on the top 20 crime types
and blocks with 30-120 incidents during the same
time period, yielding 4,033 sequences across 20
crime categories. The NYC Taxi Trip (Monroy-
Hernandez, 2014) dataset captures trips from May
1-7, 2013, excluding Staten Island, with 2,957
sequences across 8 location categories. The
U.S. Earthquake (U.S. Geological Survey, 2024)
dataset records 3,009 sequences of earthquake
events from January 2020 to December 2023, cate-
gorized into 3 magnitude levels. Finally, the Ama-
zon Review (Ni et al., 2019) dataset comprises
2,245 sequences of 40-200 reviews per user be-
tween January and June 2018, spanning 18 cate-
gories. Collectively, these datasets establish a ro-
bust foundation for evaluating models on diverse
temporal event sequence retrieval tasks.

3.2 Description Generation

To create textual descriptions for the event se-
quences in TESRBench, we employ a structured
process using GPT-40-mini (Achiam et al., 2023).
The process begins with crafting a system message,
as illustrated in Figure 2, which guides GPT-4o-
mini to produce objective summaries that focus on
the order and timing of events. The instructions
explicitly avoid interpreting behaviors or including
specific numbers or timestamps, ensuring consis-
tency and objectivity in the generated summaries.
For each dataset, specific prompts are designed to
reflect the context of the event sequences, as de-
tailed in Table 3. These prompts present sequences
of events with timestamps and event types, format-
ted to highlight the unique characteristics of each
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Dataset statistics overview of event sequences in TESRBench. (# = Number.)

dataset. GPT-40-mini processes these prompts and
generates concise textual descriptions that capture
key patterns and trends, providing an accurate sum-
mary of how events unfold over time. This ap-
proach ensures that the generated descriptions are
well-aligned with the underlying temporal and con-
textual dynamics of the event sequences.

System Message:

You are an expert in summarizing event se-
quences. Your task is to provide a 2-5 sen-
tence objective summary of the sequence’s
key patterns and trends without interpreting
any behaviors or motivations. Focus on the
sequence’s order and timing, emphasizing
how the events unfold over time. Describe
general trends such as whether certain event
types occur earlier or later, or if events clus-
ter in certain periods. Avoid including exact
numbers or timestamps.

Figure 2: Instructions for generating objective sum-
maries of event sequences, focusing on the order, timing,
and general trends without including specific numbers
or timestamps.

3.3 Description Evaluation

To evaluate the quality of the generated descrip-
tions for temporal event sequences, we establish a
set of assessment criteria and scoring scales. Lever-
aging LLMs as evaluators (Zheng et al., 2023), we
assess the descriptions across five key dimensions:
accuracy, coverage, fidelity, clarity, and concise-
ness. The definitions of these criteria, along with
their respective scoring scales, are outlined below:

* Accuracy: Does the description correctly rep-
resent the sequence of events, focusing on the
event types, their order, and timing? (1 = Com-
pletely inaccurate, 5 = Completely accurate)

» Coverage: Does the description include all
significant events and key details of the se-



Dataset

Description

Stack Overflow

Here is a sequence of badges earned by a user on Stack Overflow, with relative timestamps (in
months) and badge names. Please provide a summary that describes the timing and order of
events:

{event_sequence}

Chicago Crime

Here is a sequence of crime incidents reported at a block in Chicago, with relative timestamps (in
months) and crime types. Please provide a summary that describes the timing and order of events:

{event_sequence}

NYC Taxi Trip

Here is a sequence of taxi trips taken by a driver in New York City, with relative timestamps
(in hours) and trip locations. Please provide a summary that describes the timing and order of
events:

{event_sequence}

U.S. Earthquake

Here is a sequence of earthquake events in the U.S., with relative timestamps (in days) and
magnitude categories. Please provide a summary that describes the timing and order of events:

{event_sequence}

Amazon Review

Here is a sequence of product reviews submitted by a user on Amazon, with relative timestamps
(in weeks) and review categories. Please provide a summary that describes the timing and order

of events:

{event_sequence}

Table 3: Overview of dataset-specific prompts, describing event sequences from various domains.

quence, without omitting critical information?
(1 = Very incomplete, 5 = Fully comprehen-
sive)

* Fidelity: To what extent does the description
capture and reflect the temporal relationships
and patterns (e.g., clustering, trends, or inter-
vals) in the event sequence? (1 = No temporal
fidelity, 5 = High temporal fidelity)

* Clarity: Is the description easy to understand,
with clear language and a logical structure that
aids comprehension? (1 = Very unclear, 5 =
Very clear)

* Conciseness: Does the description provide
the necessary information in a succinct man-
ner, avoiding unnecessary verbosity or redun-
dancy? (1 = Overly verbose or incomplete, 5
= Very concise and complete)

The averaged evaluation scores across datasets
are presented in Tables 4, 5, and 6, which report
the evaluation of event sequence descriptions us-
ing three evaluators: GPT-40, GPT-40-mini, and
Claude 3.5 Haiku. GPT-40’s evaluation scores high-
light strong performance, particularly in clarity and
conciseness, while showing slightly lower scores in
accuracy, coverage, and fidelity compared to GPT-
40-mini’s evaluation. GPT-4o0-mini assigns consis-
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tently high scores across all dimensions, indicating
a strong alignment with the generated descriptions.
Meanwhile, Claude 3.5 Haiku presents a different
evaluation pattern, demonstrating relatively strong
clarity and fidelity scores but notably lower cover-
age ratings. The varying assessments from these
evaluators provide complementary perspectives on
the quality of the descriptions, reinforcing their ef-
fectiveness in summarizing event sequences while
preserving key temporal and contextual relation-
ships. These results further emphasize the robust-
ness of the generated descriptions when assessed
across different evaluation frameworks.

Dataset Ace. Cov. Fid. Cla. Con.
StackOverflow 4.10 4.05 425 494 456
Crime 401 400 4.18 498 4.67
Taxi 444 403 446 4.89 436
Earthquake 436 431 442 496 495
Amazon 4.66 433 474 499 482

Table 4: Evaluation scores from GPT-4o0 for event se-
quence descriptions in TESRBench. (Acc. = Accuracy,
Cov. = Coverage, Fid. = Fidelity, Cla. = Clarity, Con. =
Conciseness.)

4 Methodology

In this section, we introduce TPP-Embedding, an
extension of TPP-LLM (Liu and Quan, 2024), de-



Dataset Acc. Cov. Fid. Cla. Con.
StackOverflow 5.00 500 5.00 5.00 5.00
Crime 500 487 496 500 4.86
Taxi 500 499 499 500 499
Earthquake 499 499 485 500 493
Amazon 500 5.00 498 5.00 5.00

Table 5: Evaluation scores from GPT-40-mini for event

sequence descriptions in TESRBench. (Acc. = Accu-

racy, Cov. = Coverage, Fid. = Fidelity, Cla. = Clarity,
Con. = Conciseness.)

Dataset Acc. Cov. Fid. Cla. Con.
StackOverflow  4.00 327 411 493 4.00
Crime 400 3.05 396 493 4.00
Taxi 400 3.00 3.84 484 4.00
Earthquake 411 332 422 495 4.00
Amazon 418 370 448 480 398

Table 6: Evaluation scores from Claude 3.5 Haiku for
event sequence descriptions in TESRBench. (Acc.
Accuracy, Cov. = Coverage, Fid. = Fidelity, Cla.
Clarity, Con. = Conciseness.)

signed to embed both event sequences and textual
descriptions into a shared embedding space, en-
abling effective retrieval based on similarity.

4.1 Model Architecture

Given a set of textual descriptions D
{d1,da,...,d,} and a set of temporal event
sequences S = {s1,S82,...,5n}, the task is
to retrieve the most relevant sequence s* &
S for a given description d;. Each event
sequence s; consists of a series of events
{€i1,€i2,...,€in,}, Where each event e;; is
represented by an event time ¢; ; and an event
type k; ;. Thus, the sequence can be written
as s; = {(ti1, kin), (tig ki2), .., (tings kin,) }-
The goal is to embed both descriptions d; and event
sequences s; into a shared embedding space for ef-
fective retrieval.

Embedding Event Sequences. As illustrated
by Figure 3, TPP-Embedding builds upon TPP-
LLM (Liu and Quan, 2024) by embedding event
sequences through the integration of temporal and
event-type representations. For each event e; ;,
the temporal embedding is computed as ¢;; =
fi(tij), where f; is a temporal encoding func-
tion (Zhang et al., 2020; Zuo et al., 2020). Each
event type text k; ; is tokenized by the large lan-
guage model (LLM) tokenizer and embedded us-
ing its embedding layer, resulting in X;; =
[®ij1,%ij2, -, %ijn;]. The temporal and type
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Figure 3: TPP-Embedding architecture, illustrating the
embedding process for a event sequence through the in-
tegration of temporal and text representations, followed
by processing with a large language model and a pooling
layer to generate a fixed-length sequence representation.

embeddings are concatenated to form the final
event representation FE; ;. These event embed-
dings are then passed through the LLM to ob-
tain hidden states H; = [h;1,h;2,...,h;;] =
LLM([E;1,E;2,...,E;;,]). Finally, a pooling
operation (Reimers and Gurevych, 2019) is applied
to produce a fixed-length representation of the se-
quence: s; = Pool(H;).

Embedding Descriptions. Textual descriptions
d; are embedded using the same LLM and tok-
enizer as the event sequences. The description is
tokenized and passed through the LLM, resulting
in hidden states. A pooling operation is then ap-
plied to obtain the final description embedding:
d; = Pool(LLM(d;)). By embedding descriptions
and sequences in the same space, TPP-Embedding
enables retrieval based on their similarity.

4.2 Training Objective

To align the embeddings of descriptions and their
corresponding event sequences, we employ a con-
trastive learning framework. Positive pairs (d;, s;)
consist of a description and its matching event se-
quence, while other sequences in the batch serve
as negatives. The cosine similarity between de-
scription and sequence embeddings is computed as
sim(d;, sj) = #”S;j“. The training objective uses
a multiple negatives ranking loss (Henderson et al.,



2017) to maximize similarity for positive pairs and
minimize it for negative pairs. The loss function is
given by:

exp(sim(d;, s;))
Zj exp(sim(di, Sj)) )

This encourages the model to rank the correct event
sequence higher than incorrect ones for each de-
scription. To improve efficiency, we apply 4-bit
precision quantization (Dettmers et al., 2024) to
reduce memory usage and use low-rank adapta-
tion (LoRA) (Hu et al., 2021) to fine-tune a small
subset of parameters while keeping the rest frozen.
These enhancements allow for efficient fine-tuning
and deployment without compromising retrieval
performance.

L =—log (1)

S Experiments

In this section, we present a detailed overview of
the baseline models used for comparison, the eval-
uation metrics employed, the experimental setup,
the results obtained, and the ablation studies con-
ducted.

5.1 Baselines

To enable evaluation with common embedding
models, we transform temporal event sequences
into a textual format by concatenating events within
a sequence. Each event is represented by its rela-
tive timestamp followed by the corresponding event
type text, separated by a comma. These events are
concatenated with line breaks, resulting in a sin-
gle textual representation for each event sequence.
This approach ensures that the temporal and seman-
tic information is preserved for text-based embed-
dings.

We compare TPP-Embedding against several
widely used embedding models: All-MiniLM-L12-
v2 (Wang et al., 2020), All-MPNet-Base-v2 (Song
et al., 2020), BGE-Large-En-v1.5 (Xiao et al.,
2023), MxbAI-Embed-Large-v1 (Li and Li, 2023;
Lee et al., 2024), Multilingual-E5-Large-Instruct
(Wang et al., 2024), and GTE-Qwen2-1.5B-instruct
(Lietal., 2023). These models are designed for gen-
erating sentence embeddings and are adapted here
for retrieving the most relevant event sequences
based on descriptions.

To ensure a fair comparison, all baseline models
are fine-tuned using a contrastive learning frame-
work. Specifically, we employ the multiple nega-
tives ranking loss (Henderson et al., 2017), which
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treats a description and its corresponding event
sequence as a positive pair, while all other mis-
matched pairs within the batch are considered neg-
atives. This fine-tuning process aligns the em-
beddings of matching descriptions and sequences
while separating non-matching ones. In addi-
tion, Table 7 provides an overview of the total
parameters and trainable parameters for each base-
line model. While the baseline models (besides
Qwen2-1.5B) require fine-tuning all parameters,
TPP-Embedding models and Qwen2-1.5B leverage
LoRA for efficient fine-tuning.

Model Parameters Trainable
MiniLM-L12 33.4M 33.4M
MPNet-Base 109M 109M
BGE-Large 335M 335M
MxbAI-Large 335M 335M
mES-Large 560M 560M
Qwen2-1.5B 1.5B 4.4M
TPP-Llama 1.1B 4.5M
TPP-Llama-Chat 1.1B 4.5M

Table 7: Numbers of total and trainable model parame-
ters. (M = Million, B = Billion.)

5.2 Evaluation Metrics

The temporal event sequence and description
matching task is framed as a retrieval problem,
where the model retrieves the correct event se-
quence for each description by ranking all event se-
quences based on their similarity to the description
embeddings. We evaluate retrieval quality using
two metrics: Mean Reciprocal Rank (MRR) and
Recall@K. MRR measures the ranking position of
the correct sequence, providing an average of re-
ciprocal ranks across all queries, while Recall@K
calculates the proportion of cases where the correct
sequence is included in the top K results.

5.3 Experimental Setups

For the baseline models (besides Qwen2-1.5B), we
use the AdamW optimizer (Loshchilov and Hutter,
2017), training for 15 epochs with a learning rate
of 2e-5, a cosine scheduler, a warmup ratio of 0.1,
and a batch size of 8. Qwen2-1.5B uses the same
LoRA and training settings as the TPP-Embedding
models described below.

TPP-Embedding integrates temporal positional
encoding for event times (Zuo et al., 2020), with
event type embeddings placed before the tempo-
ral embedding (Liu and Quan, 2024). Two foun-
dation models are employed: TinyLlama-1.1B-



Intermediate-Step-1431k-3T (TPP-Llama) and
TinyLlama-1.1B-Chat-v1.0 (Zhang et al., 2024)
(TPP-Llama-Chat). We utilize all hidden states
with mean pooling (Reimers and Gurevych, 2019)
and apply 4-bit quantization (Dettmers et al., 2024).
LoRA (Hu et al., 2021) is used with a rank of 16
and dropout of 0.05, targeting the attention projec-
tion matrices. The model is trained for 25 epochs
with a learning rate of 4e-4, a cosine scheduler, a
warmup ratio of 0.02, and a batch size of 8. All
experiments are conducted five times, with aver-
age results reported. The experiments were run
on NVIDIA A100 and H100 GPUs. Additional
experimental setups are provided in Appendix B.

5.4 Experimental Results

The experimental results demonstrate the effective-
ness of our proposed models compared to tradi-
tional text-based embedding models. As shown in
Table 8, along with Figures 4 and 5, TPP-Llama
and TPP-Llama-Chat consistently outperform the
baselines across most datasets in terms of both
MRR and Recall@5. TPP-Llama achieves the
highest MRR and Recall@5 on Stack Overflow
and remains competitive across the benchmark ex-
cept for Amazon Review, while TPP-Llama-Chat
attains the best Recall@5 on U.S. Earthquake and
leads on Chicago Crime and NYC Taxi Trip in both
metrics. While Qwen2-1.5B demonstrates strong
performance on U.S. Earthquake and MPNet-Base
achieves the highest MRR on Amazon Review, the
TPP-based models exhibit superior generalization
across the majority of datasets. These results high-
light the advantage of the temporal and event-type-
aware design of TPP-Embedding, which effectively
captures the structure and dependencies within
event sequences compared to traditional models.

5.5 Multi-Domain Results

In real-world applications, it is often necessary
to retrieve event sequences that span different do-
mains, requiring models to handle various event
sequence types. Multi-domain retrieval refers to a
model’s ability to effectively process and retrieve
information across diverse datasets or domains si-
multaneously, rather than being specialized for a
single domain. To simulate such settings, we cre-
ated a multi-domain dataset by combining 30% of
the data from the five datasets. As shown in Table
9, Qwen2-1.5B achieves the highest MRR, while
TPP-Llama-Chat attains the best Recall@5. Al-
though Qwen2-1.5B performs strongly, TPP-Llama
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and TPP-Llama-Chat achieve competitive retrieval
effectiveness, particularly excelling in Recall@5,
which is crucial for practical multi-domain retrieval
scenarios. These results highlight the robustness
of TPP-Embedding in retrieving diverse event se-
quences and its ability to generalize effectively
across multiple domains, making it a strong choice
for real-world applications.

5.6 Ablation Studies

In this subsection, we perform ablation studies to
evaluate the effects of various model configurations
on event sequence retrieval performance.

5.6.1 Embedding Inclusions

We conduct an ablation study to assess the impact
of using only temporal tokens or only type (tex-
tual) tokens on retrieval performance. As shown
in Table 10, using only textual tokens achieves per-
formance comparable to using all tokens on the
Stack Overflow dataset. However, this approach
leads to a significant performance drop on the U.S.
Earthquake dataset, likely due to the nature of the
datasets: Stack Overflow includes 25 event types,
allowing the model to rely primarily on textual con-
tents, whereas the U.S. Earthquake dataset contains
only 3 event types, making temporal information
essential for accurate retrieval.

5.6.2 Hidden State Selections

We evaluate the impact of different hidden state se-
lections from the last hidden layer of the model for
event sequences, specifically choosing only tem-
poral tokens, a combination of temporal tokens
and the last token of event type text tokens for each
event, or all tokens. As shown in Table 11, using all
tokens generally provides strong results, achieving
the highest MRR on the StackOverflow dataset and
the highest Recall@5 on the Earthquake dataset.
While selecting temporal tokens and the last type
tokens slightly improves MRR on the Earthquake
dataset, using only temporal tokens lags behind
both strategies on both datasets. Overall, choosing
all tokens yields consistently good performance.

5.6.3 Pooling Modes

In experiments with different pooling modes as Ta-
ble 12, we observe that the mean pooling method
consistently performs well, achieving the highest
MRR and Recall@5 on the StackOverflow dataset.
However, for the Earthquake dataset, last token
pooling (Muennighoff, 2022) slightly outperforms
mean pooling. Max pooling shows competitive



Model StackOverflow Crime Taxi Earthquake Amazon
MiniLM-L12 0.501 /0.695 0.808/0.931 0.159/0.239 0.676/0.895 0.459/0.573
MPNet-Base 0.620/0.775 0.924/0.980 0.246/0.364 0.733/0.923  0.665/0.756
BGE-Large 0.632/0.786 0.922/0.985 0.286/0.415 0.736/0.928 0.656/0.746
MxbAI-Large 0.627/0.782 0.924/0.982 0.271/0.426 0.717/0.914 0.650/0.747

mES5-Large 0.658 /0.804 0.941/0.987 0.261/0.389 0.748/0.921 0.617/0.716
Qwen2-1.5B 0.660 / 0.804 0.921/0.982 0.448/0.662 0.770/0.950 0.629/0.756
TPP-Llama 0.741/ 0.880 0.958/0.992 0.468/0.680 0.760/0.946 0.641/0.763
TPP-Llama-Chat 0.729 /0.865 0.961/0.994 0475/0.691 0.759/0.953 0.646/0.767

Table 8: Comparison of average MRR and Recall@5 across TESRBench datasets in event sequence retrieval.
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Figure 4: Comparison of average MRRs with standard deviations on TESRBench in event sequence retrieval.
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Figure 5: Comparison of average Recall@5 with standard deviations on TESRBench in event sequence retrieval.

Model MRR Recall@5 Hidden States StackOverflow Earthquake
MiniLM-L12 0.634 + 0.007  0.795 % 0.009 Temporal Tokens 0.718/0.862 0.754/0.939
MPNet-Base 0.748 +0.003  0.889 + 0.007 + Last Type Tokens 0.727 7 0.875 0.766 / 0.953

BGE-Large 0.744 + 0.010  0.888 + 0.010 All Tokens 0.729/ 0.865 0.759/0.953
MxbAI-Large 0.744 + 0.006  0.876 + 0.010
énvisn ;“_a;rfg’% 8;32 i 88(1)2 gg?i i 88}% Table 11: Comparison of average MRRs and Recall@5
TPP-Llama 0772 + 0.009 0914 + 0.008 of TPP-Llama-Chat with different hidden state selec-
TPP-Llama-Chat 0.770 £ 0.005  0.919 +£ 0.009 tions.

Table 9: Comparison of average MRRs and Recall@5
with standard deviations on the multi-domain dataset.

Embeddings StackOverflow  Earthquake
Temporal Tokens 0.037/0.040 0.179/0.281
Textual Tokens 0.726 / 0.870 0.675/0.890
All Tokens 0.729 /0.865 0.759/0.953

Table 10: Comparison of average MRRs and Recall@5
of TPP-Llama-Chat with different embedding inclu-

sions.
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performance on the StackOverflow dataset but
performs considerably worse on the Earthquake
dataset. Overall, mean pooling offers a balanced
performance, making it a reliable choice.

Pooling StackOverflow Earthquake
Mean 0.729 / 0.865 0.759/0.953
Max 0.712/0.857 0.627/0.853
Last Token 0.728 /0.848 0.772 / 0.960

Table 12: Comparison of average MRRs and Recall@5
of TPP-Llama-Chat with different pooling modes.



5.6.4 Loss Functions

To examine the impact of the loss function on re-
trieval performance, we replace the contrastive loss
with a Mean Squared Error (MSE) loss, which op-
timizes cosine similarity to 1 for matched pairs. As
shown in Table 13, this substitution leads to a pro-
nounced decline in both metrics across all datasets,
emphasizing the pivotal role of contrastive loss in
capturing subtle relationships between closely re-
lated event sequences. These results highlight the
effectiveness of contrastive learning in enhancing
retrieval accuracy.

Loss StackOverflow  Earthquake
MSE 0.020/0.016  0.020/0.015
Contrastive 0.729 / 0.865 0.759 / 0.953

Table 13: Comparison of average MRRs and Recall@5
of TPP-Llama-Chat with different loss functions.

6 Conclusion

In this paper, we introduce TESRBench, a compre-
hensive benchmark for evaluating temporal event
sequence retrieval, alongside TPP-Embedding, a
novel model designed to integrate temporal and
event-type-aware representations. TESRBench pro-
vides a diverse set of datasets with synthesized tex-
tual descriptions, offering a robust foundation for
benchmarking models in this domain. Our pro-
posed TPP-Embedding model combines temporal
encoding and event text embedding with a large lan-
guage model backbone, enabling it to effectively
capture the structure and dependencies of temporal
event sequences. Extensive experiments conducted
on TESRBench demonstrate its superior perfor-
mance compared to traditional text-based baselines,
particularly in handling temporally complex, multi-
type event sequences. Furthermore, multi-domain
experiments underscore the flexibility and adapt-
ability of our approach across diverse event do-
mains. Together, TESRBench and TPP-Embedding
represent a significant step forward in advancing
research on temporal event sequence retrieval.

Limitations

TESRBench, while providing a robust foundation
for evaluating temporal event sequence retrieval,
relies on synthesized textual descriptions gener-
ated by GPT-40-mini, which may not fully capture
the variability and complexity of real-world user-
generated descriptions. A limitation of our TPP-
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Embedding model is its reliance on high-quality
temporal and event-type data, which could pose
challenges when dealing with noisy or incomplete
event sequences encountered in real-world scenar-
ios. Furthermore, while TPP-Embedding achieves
strong retrieval performance, its dependence on
large-scale language models can introduce compu-
tational latency on extremely large datasets, neces-
sitating further optimization strategies. Finally, our
current baselines are restricted to text-based meth-
ods, and future research could explore integrating
recent time-context-aware sequential recommen-
dation techniques (Li et al., 2020; Rashed et al.,
2022; Tran et al., 2023; Liu et al., 2024) to further
improve the retrieval of temporal event sequences
from textual descriptions.

Ethical Considerations

In constructing TESRBench, we acknowledge po-
tential ethical concerns related to the use of synthe-
sized textual descriptions and real-world event data.
While the textual descriptions are generated objec-
tively, they may still inadvertently reflect biases or
limitations inherent in the data sources. For TPP-
Embedding, its ability to retrieve temporal event
sequences could be misused in privacy-sensitive
applications, such as personal activity tracking. It
is crucial to ensure that all data used for training
and retrieval is anonymized and managed responsi-
bly. Additionally, biases in training data, such as
uneven representation of event types or domains,
could result in biased retrieval outcomes. Future
work should emphasize dataset curation and the
implementation of bias mitigation strategies to min-
imize potential harms.
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A Data Examples

This appendix presents selected examples of event
sequences from the validation sets in TESRBench,
along with their corresponding descriptions, as
shown in Table 14. These descriptions highlight
key temporal patterns and provide context for the
diversity of events and their occurrences across the
benchmark’s datasets.

B More Experimental Setup

Our experiments were conducted using several
key Python libraries, including pytorch (Paszke
et al., 2019) for deep learning, t ransformers
(Wolf et al., 2020) for working with pre-trained
language models, sentence-transformers
(Reimers and Gurevych, 2019) for embedding
and retrieval tasks, datasets (Lhoest et al.,
2021) for data handling, peft (Mangrulkar
et al., 2022) for parameter-efficient fine-tuning,
and bitsandbytes (Dettmers et al., 2022) for
model quantization.

C More Experimental Results

In this appendix, we provide additional experimen-
tal results to further analyze the performance of our
models, both before and after fine-tuning.

C.1 Experimental Results before Fine-Tuning

The performance of all models before fine-tuning
in Table 15 shows significantly lower retrieval ac-
curacy, with the highest MRR achieved by BGE-
Large across most datasets. TPP-based models
perform poorly at this stage, due to unaligned tem-
poral and textual spaces, indicating the necessity
of fine-tuning to improve event sequence retrieval.

C.2 More Experimental Results after
Fine-Tuning

The results after fine-tuning demonstrate a signif-
icant improvement across all models, as shown
in Tables 16, 17, and 18. TPP-Llama and TPP-
Llama-Chat consistently outperform baseline mod-
els in MRR, Recall@1, and Recall @5 across most
datasets. These improvements highlight the im-
portance of fine-tuning in enhancing their retrieval
capabilities.


https://earthquake.usgs.gov/earthquakes/search
https://earthquake.usgs.gov/earthquakes/search

Dataset

Event Sequence

Description

Stack Overflow

0.00,Nice Question
0.57,Good Answer
0.66,Popular Question
0.83,Famous Question
0.89,Nice Question
2.25,Popular Question
2.32,Necromancer
2.43 Notable Question
3.00,Great Question
3.40,Good Question
3.64,Popular Question
3.69,Notable Question
4.00,Notable Question

23.41,Popular Question

The sequence of badges earned by the user on Stack Overflow
shows a progression of achievements over time, with certain
types of badges appearing more frequently at different intervals.
Initially, badges such as "Nice Question" and "Good Answer"
are earned in the first few months, followed by a cluster of
"Popular Question" and "Notable Question" badges around the
two to four-month mark. As time progresses, there is a notable
increase in the frequency of "Famous Question" and "Popular
Question" badges, particularly in the later months, indicating a
trend toward these types of achievements. The sequence also
includes several clusters of "Nice Question" badges, particularly
around the seven-month mark and again towards the end of
the timeline. Overall, the user’s badge accumulation reflects a
gradual increase in the variety and frequency of achievements
over the course of the observed period.

Chicago Crime

0.00,Battery

0.26,Battery

0.52,Theft

0.69,Motor Vehicle Theft
0.74,Assault

0.99,Motor Vehicle Theft
0.99,Motor Vehicle Theft

1.08,Criminal Sexual Assault

23.72,Deceptive Practice

The sequence of crime incidents shows a notable clustering of
certain crime types over time, particularly motor vehicle thefts,
which appear frequently throughout the timeline, especially in
the earlier months. Battery incidents are also prevalent, occurring
multiple times in the first half of the sequence. Other offenses
such as robbery and criminal damage emerge at various intervals,
with some clustering in the middle to later months. Overall, there
is a trend of increasing diversity in crime types as the timeline
progresses, with a gradual rise in the frequency of theft-related
incidents towards the end.

NYC Taxi Trip

0.00,Manhattan Pickup
0.19,Manhattan Dropoff
0.24,Manhattan Pickup
0.68,Manhattan Dropoff
0.73,Manhattan Pickup
0.99,Manhattan Dropoff
1.13,Manhattan Pickup
1.43 , Manhattan Dropoff
1.45,Manhattan Pickup
1.54,Manhattan Dropoff

31.87,Brooklyn Dropoff

The sequence of taxi trips primarily consists of pickups and
dropoffs occurring in Manhattan, with a notable concentration
of events in the first few hours. Early in the sequence, the driver
consistently alternates between pickups and dropoffs, with a high
frequency of trips. As the sequence progresses, there are brief
periods where trips shift to Queens and Brooklyn, particularly
after a long duration of Manhattan trips. The latter part of
the sequence shows a gradual transition to more pickups and
dropofts in Brooklyn, indicating a shift in location focus. Overall,
the events are clustered closely together in time, with significant
activity in the first half of the sequence before expanding to other
boroughs.

U.S. Earthquake

0.00,Medium
0.66,Large
0.72,Large
0.99,Large
1.07,Large
1.08,Large
1.67,Large

The sequence of earthquake events begins with a medium mag-
nitude event, followed closely by a series of large magnitude
events occurring within a short time frame. The large events
cluster together, with multiple occurrences happening within the
first two days. This indicates a trend of increasing magnitude
shortly after the initial medium event, with the majority of the
large events occurring in rapid succession.

Amazon Review

0.00,Books
0.14,Sports and Outdoors
0.14,Books
0.29,Books
0.43,Books
0.57,Books
1.00,Books
1.14,Books

i§.29,Books

The sequence of product reviews shows a predominant focus on
the "Books" category, which appears consistently throughout the
timeline, especially in the initial weeks. Other categories such as
"Pet Supplies" and "Grocery and Gourmet Food" emerge inter-
mittently, often clustering around specific weeks, particularly in
the middle and later parts of the sequence. "Clothing Shoes and
Jewelry" and "Movies and TV" also appear, but less frequently,
with some clustering noted in the later weeks. Overall, there is a
clear trend of sustained interest in "Books," with other categories
appearing in a more sporadic manner.

Table 14: Event sequence examples with their descriptions from the validation sets of TESRBench.
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Model (before FT) StackOverflow Crime Taxi Earthquake Amazon Multi-Domain

MiniLM-L12 0.091/0.123 0.071/0.111 0.028/0.024 0.037/0.043 0.142/0.200  0.154/0.208
MPNet-Base 0.068 / 0.087 0.027/0.020 0.022/0.017 0.031/0.027 0.068/0.071 0.102/0.127
BGE-Large 0.122/0.162 0.126/0.158 0.042/0.051 0.039/0.040 0.215/0.293 0.196/0.247
MxbAI-Large 0.085/0.102 0.091/0.134 0.039/0.037 0.038/0.043 0.174/0.227 0.170/0.221
mE5-Large 0.065/0.078 0.078/0.087 0.028/0.024 0.037/0.040 0.142/0.187 0.145/0.191
Qwen2-1.5B 0.047/0.054 0.032/0.032 0.025/0.020 0.027/0.027 0.109/0.116 0.095/0.114
TPP-Llama 0.022/0.021 0.019/0.020 0.020/0.014 0.022/0.020 0.033/0.027 0.025/0.030

TPP-Llama-Chat 0.020/0.015 0.018/0.012 0.019/0.014 0.023/0.020 0.033/0.031 0.021/0.017

Table 15: Comparison of MRRs and Recall@5 on TESRBench in event sequence retrieval before fine-tuning.

Model StackOverflow Crime Taxi Earthquake Amazon
MiniLM-L12 0.501 £ 0.009  0.808 +0.004  0.159 +0.003  0.676 & 0.009  0.459 + 0.005
MPNet-Base 0.620 + 0.007  0.924 +0.003  0.246 £0.009 0.733 £ 0.010  0.665 £ 0.010

BGE-Large 0.632 £ 0.007  0.922 +£0.004 0.286 +0.017 0.736 + 0.014  0.656 + 0.004
MxbAI-Large 0.627 +£0.013 0924 +£0.011 0.271 £0.020 0.717 £0.017  0.650 &£ 0.005
mES5-Large 0.658 +0.012  0.941 +£0.003 0.261 +0.010 0.748 £ 0.011  0.617 £ 0.033
Qwen2-1.5B 0.660 + 0.011  0.921 £ 0.007 0.448 £0.014 0.770 +0.019  0.629 + 0.009
TPP-Llama 0.741 - 0.006  0.958 +0.006 0.468 + 0.006 0.760 + 0.012 0.641 £ 0.010
TPP-Llama-Chat  0.729 £ 0.008  0.961 £ 0.003 0.475 +0.011 0.759 £ 0.005 0.646 £+ 0.017

Table 16: Comparison of average MRRs with standard deviations on TESRBench in event sequence retrieval.

Model StackOverflow Crime Taxi Earthquake Amazon
MiniLM-L12 0.353 £0.006  0.711 £0.005 0.063 £0.007 0.513 £0.013 0.348 &+ 0.007
MPNet-Base 0.497 £ 0.009  0.878 £ 0.006 0.123 +0.013  0.598 + 0.015 0.579 £ 0.012

BGE-Large 0.509 £ 0.011  0.875+£0.006 0.155+£0.023 0.595£0.026 0.569 £ 0.011
MxbAI-Large 0.502 £0.017  0.879 £0.019 0.130 £0.023  0.573 £ 0.019 0.564 £ 0.010
mE5-Large 0.540 £ 0.016  0.904 £0.006 0.132 £0.006 0.612+0.013 0.520 £ 0.034
Qwen2-1.5B 0.541 £0.018 0.872+0.012 0.284 £0.012 0.638 +0.031  0.523 £ 0.009
TPP-Llama 0.637 £ 0.010  0.930 £0.011 0.301 £0.010 0.622 £0.021 0.538 £+ 0.015
TPP-Llama-Chat  0.620 £ 0.012  0.936 - 0.003  0.305 £ 0.014 0.619 +0.013  0.546 4+ 0.021

Table 17: Comparison of average Recall@]1

with standard deviations on TESRBench in event sequence retrieval.

Model StackOverflow Crime Taxi Earthquake Amazon
MiniLM-L12 0.695 £ 0.016  0.931 +£0.007 0.239 +0.014 0.895 + 0.007 0.573 £ 0.014
MPNet-Base 0.775 £ 0.014  0.980 + 0.002 0.364 £0.011 0.923 £0.014 0.756 £ 0.028

BGE-Large 0.786 + 0.006  0.985 +0.002 0.415£0.019 0.928 +0.007 0.746 £ 0.007
MxbAI-Large 0.782 + 0.007  0.982 +0.003 0.426 £0.037 0914 +0.012 0.747 £ 0.020
mES5-Large 0.804 +0.019  0.987 +0.001  0.389 +0.016  0.921 +0.010 0.716 £ 0.034
Qwen2-1.5B 0.804 +£0.011  0.982+0.002 0.662 £0.030 0.950+0.016 0.756 £ 0.016
TPP-Llama 0.880 + 0.012  0.992 +0.002 0.680 £ 0.016 0.946 +0.009 0.763 + 0.014
TPP-Llama-Chat  0.865 £+ 0.008  0.994 £ 0.002 0.691 +0.021  0.953 + 0.005 0.767 £ 0.015
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Table 18: Comparison of average Recall@5 with standard deviations on TESRBench in event sequence retrieval.



