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Abstract

Suicide has been identified by the World Health
Organization as one of the most serious health
problems that can affect people. Among the in-
terventions that have been proposed to support
those suffering from this problem and their rela-
tives, the dissemination of accurate information
is crucial. To achieve this goal, we have devel-
oped prevenIA, a chatbot that provides reliable
information on suicide prevention. The chatbot
consists of a Retrieval Augmented Module for
answering users’ queries based on a curated
list of documents. In addition, it includes sev-
eral models to avoid undesirable behaviours.
The system has been validated by specialists
and is currently being evaluated by different
populations. Thanks to this project, reliable
information on suicide will be disseminated in
an easy and understandable form.

1 Introduction

Suicide is the second leading cause of external fac-
tors death in Spain, with 4116 cases in 2023 (In-
stituto Nacional de Estadística, 2024), and each
completed suicide is believed to be accompanied
by approximately 20 attempts (WHO, 2021). In ad-
dition, it is estimated that at least 6 survivors of the
deceased are directly affected by the loss (WHO,
2021). Due to these numbers, the World Health
Organisation has urged all member states to pri-
oritise the mitigation of suicides and attempted
suicides (WHO, 2021).

In Spain, several suicide prevention plans have
been developed in some Autonomous Regions (see,
for example, those of the Canary Islands (Servicio
Canario de Salud, 2021), Navarre (Gobierno de
Navarra, 2014), or La Rioja (Rioja Salud, 2019)).
Among the interventions proposed by those plans,
we can find measures targeting different audiences
(such as general population, health professionals, or
media) (Sufrate-Sorzano et al., 2022). In particular,
measures aimed at the general public include the

establishment of support networks, the implementa-
tion of training programs, and the dissemination of
accurate information. The latter is highly relevant
in a misinformation era (Roth et al., 2020; Banerjee
and Rao, 2020).

Chatbots have recently shown their potential to
provide information in medical scenarios (Savage,
2023); and, in the context of suicide, they might
serve to disseminate crucial information, offer sup-
port, and provide a platform for individuals to ex-
press their feelings anonymously (Valizadeh and
Parde, 2022; Haque and Rubya, 2023; Zhang et al.,
2022; Abd-Alrazaq et al., 2021). However, in this
context, chatbots should be thoroughly evaluated
before releasing them. In this work, we present
a tool called prevenIA, that aims at providing sui-
cide prevention information in Spanish, the design
choices that have been taken to improve its reli-
ability, and the validation stages that have been
conducted before releasing it to the general public.

2 prevenIA chatbot

prevenIA is a chatbot that provides information
about suicidal behaviour. In order to provide ver-
ified information that is restricted to our applica-
tion domain, we have relied on a curated corpus of
documents and used natural language processing
techniques; namely, through Retrieval Augmented
Generation (RAG) techniques (Lewis et al., 2020).
Moreover, we are conducting a multi-stage valida-
tion process to ensure the reliability and safeness of
prevenIA — the development and validation work-
flow is depicted in Figure 1. In next subsection, we
describe the architecture of prevenIA, and present
the validation stages in the subsection 2.2.

2.1 Development

As starting point of the development depicted in
the Figure 1 left, we collected a corpus of more
than 150 documents related to suicide prevention
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Figure 1: Development (left) and evaluation (right) workflow of prevenIA

whose typology covers: generalities, communica-
tion, grieving, prevention plans, mental illness and
suicide, clinical interviews among others. All docu-
ments were provided, read and classified by experts.
From them, we extracted a summary, the source of
the document, and a series of properties including
authors, number of pages, type of document, etc.
Some documents were excluded for containing in-
formation that was too technical or even dangerous
for people without specific training; containing re-
peated or very similar information, where the most
up-to-date information was selected; or contain-
ing only graphics or images. Our final corpus is
composed of 123 documents.

The curated corpus has been employed to
build a RAG system, where all already se-
lected documents were split into 2048 char-
acter chunks and stored as embeddings, us-
ing sentence-transformers/paraphrase-multilingual-
MiniLM-L12-v2 (Reimers and Gurevych, 2019) as
the model, in a vector store called ChromaDB (Hu-
ber and Troynikov, 2024). Given a user’s query, we
compute the cosine distance to find the K contexts
closest to the embedding associated with the query.
These contexts are provided to an LLM deployed
using Ollama to generate the final answer — in our
case, we use the aya-expanse model in its 32B ver-
sion (Dang et al., 2024). Moreover, as it is a chatbot
and not a Q&A system, the LLM also receives the
complete interaction with the user, where indicates

which part belongs to the user and which part to
the answers provided by the agent itself.

In addition to the RAG module, several prepro-
cessing stages have been implemented in three lay-
ers to avoid undesirable behaviours. First of all, we
have defined a layer that determines whether the
user’s query is a greeting or farewell in order to
send a generic message to the user — to that aim,
the distances between the embedding associated
with the query and those from a set of greetings are
computed, and if they are close enough, the query is
classified as a greeting. The second layer filters out
queries that are not related to the chatbot’s context
by rejecting those that are distant from the contexts
extracted from the corpus. Finally, the last prepro-
cessing layer searches whether the user’s query can
be answered from a list of Frequently Asked Ques-
tions (FAQ) validated by professionals. If the query
is in this group, again using the cosine distance, the
answer is retrieved from a Gold-Standard database
that contains question/answers pairs.

2.2 Validation

We focus now on a key aspect of the development
of prevenIA that is a thorough and in-depth eval-
uation of the system — this is especially relevant
in the sensitive context of this project. For this
reason, mental health professionals have been in-
volved in the development of prevenIA from the
beginning. In addition, we have designed four vali-
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dation stages depicted in Figure 1 right that can be
replicated in similar projects.

This validation process starts from a first phase
with a controlled and automatic but less real envi-
ronment, and advances to a real but less controlled
environment requiring people and experts as each
phase progresses. It is worth mentioning that as the
process advances, it becomes increasingly demand-
ing in terms of resources, especially time.

Model BertScore BLEU Rouge
bertin-gpt-j-6B-alpaca 0.713 0.046 0.296

bloom-1b7 0.641 0.032 0.153
xglm-7.5B 0.629 0.040 0.285

Llama-2-7b-ft-instruct-es 0.658 0.048 0.229
Llama-2-7b-ft-instruct-es-gptq-4bit 0.668 0.049 0.229

lince-mistral-7b-it-es 0.669 0.070 0.253
Mixtral-8x7B-v0.1 0.584 0.082 0.245

Mistral-7B-v0.1 0.646 0.074 0.258
Mixtral-8x7B-Instruct-v0.1 0.688 0.037 0.257

aya-expanse 0.693 0.029 0.298

Table 1: Traditional evaluation of all candidates.

The first validation stage consists of compar-
ing the answers provided by the system with 118
gold standard questions using automatic metrics
such as Rouge (Lin, 2004), BLEU (Papineni et al.,
2002) and BertScore (BertScore Hugging Face,
2020). This validation stage is cheap and allowed
us to select the underlying LLM that has been
used by our chatbot. The evaluated models were
Bertin (de la Rosa et al., 2022), Llama 2 (Touvron
et al., 2023), Lince (Clibrain, 2024), Bloom (Scao
et al., 2022), Mixtral (Jiang et al., 2024), and Aya
Expanse (Dang et al., 2024). The best candidates
were Bertin, Lince, Mixtral, and Aya Expanse, see
Table 1.

Since automatic metrics might not align with hu-
man preferences (Zheng et al., 2023), the best mod-
els according to traditional metrics, as mentioned
above Bertin, Lince, Mixtral, and Aya Expanse,
were selected for a second evaluation stage con-
ducted by experts (in our case, a psychologist and a
psychiatrist). This evaluation was carried out using
Argilla (Vila-Suero and Aranda, 2025), which is
an open-source data curation platform for LLMs,
specialized in creating templates and assessment
environments to evaluate the responses of human
annotators. Using this tool, with the set of 118 gold
standard questions, the answers given by each LLM
were evaluated by the experts randomly taking into
account whether there is not excess or lack of in-
formation; and whether the answer is useful and
clear — a scale from 1 to 5 was used. In addition,

it was also evaluated whether the answer provided
by the LLM was safe, and experts also have the
option to provide additional comments (Ascorbe
et al., 2024). From that study, it was concluded that
the best overall model was Aya Expanse.

The next validation phase is a controlled evalua-
tion conducted by people from several backgrounds.
In the previous phases, although carried out by ex-
perts, there were only 2 members. This phase is in-
tended to allow multiple different profiles and more
than 30 participants to give an assessment and ap-
proach that the experts in the previous phases may
have missed, as well as allowing us to make robust
statistics. We have defined 5 roles (Computer scien-
tists, Non-mental healthcare professionals, Mental
healthcare professionals, volunteers of the Suicide
hot-line in Spain, and others) and collected interac-
tions from at least 30 people of each role. In this
phase, the participants must ask between 5 and 10
questions to prevenIA and, subsequently, fill in an
evaluation form that contains elements similar to
the evaluation carried out by the experts in the pre-
vious phase using a scale from 1 to 5. The specific
questions were: whether the chatbot had responded
with useful and error-free information; without pro-
viding irrelevant or unnecessary information; in
a complete manner, offering the necessary details;
with safe information (not harmful to the user, with-
out reinforcing stereotypes or misinforming); with
useful information; with clear information; in a rea-
sonable time; in a reliable manner, i.e., whether you
think its answers can be trusted. This stage is cur-
rently in development. To perform this validation,
an interface was developed using Gradio (Abid
et al., 2019), as shown in Figure 2. The results and
analysis of this phase are still in progress, so is it
not yet possible to show results.

The last phase, which is planned but there are
still many steps to be taken, consists of looking
for real users of the application, such as family
members who may have suffered from the problem
or other interested parties to interact with the ap-
plication and evaluate this interaction. Obviously,
these users will be volunteers and the evaluation
will be completely controlled. If after passing all
these stages and validating that the application is
fully prepared, it will be when the application could
finally be deployed to the general public with con-
tinuous monitoring to ensure that it is correctly
working.
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Figure 2: Gradio interface for prevenIA

3 Conclusions and further work

In this work, we have presented prevenIA, a chatbot
that provides reliable information for the preven-
tion of suicide. In order to ensure the reliability
and safeness of prevenIA, a multi-layer architec-
ture based on RAG has been designed; and the
outputs produced by the system has been validated
using a multi-stage process. Currently, we are in
the last but one validation stage where the system
is evaluated using several controlled groups.

After the thorough validation is finished, the
main task that remains as a further work is the
deployment of prevenIA for its general use. This
will pose new challenges, as continuous monitor-
ing of the application will be necessary to ensure
that it works properly and provides helpful answers.
In addition, we plan to extend the chatbot to other
mental disorders such as eating disorders to pro-
vide information that helps people suffering from
these conditions and their families.
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