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Abstract
In this paper, we present a core component
of the VisIA project: a conversational agent
designed to detect suicide risk factors during
real-time chat interactions. By adhering to clin-
ical guidelines and the state-of-the-art theories
of suicide, the agent aims to provide a scalable
and effective approach to identifying individ-
uals at risk. Preliminary results demonstrate
the feasibility and potential of conversational
agents in enhancing suicide risk detection.

1 Introduction

Suicide is one of the leading causes of death among
young adults worldwide, and its prevention remains
a critical public health priority (De Quiroga et al.,
2019; WHO, 2019). Current suicide risk assess-
ments methods are often short, resulting in false
positives and negatives, and highlighting the need
for innovative and scalable approaches (Johnston
et al., 2022).

The VisIA Project (Ramírez Sánchez et al., 2024)
addresses this challenge by leveraging Artificial In-
telligence (AI) technologies (Ji et al., 2020) and
multi-modal data, grounded in state-of-the-art the-
ories of suicide (Van Orden et al., 2010; Tsai et al.,
2021). The project consists of two major steps:
first, conducting a clinical trial to gather clinically
validated data, and second, developing solutions
to improve suicide risk detection and support sys-
tems. At its core is VisIA-Bot, a conversational
agent designed to detect suicide ideation during
chat interactions. By leveraging suicide constructs,
the agent identifies key risk factors and provides
targeted support for individuals experiencing emo-
tional distress.

This paper focuses on the VisIA-Bot conversa-
tional agent, particularly on the suicide ideation
detection component based on suicide prevention
theory and practice. The following sections detail
the clinical trial design, the VisIA-Bot’s suicide
constructs detection system and study findings.

2 Clinical Trial

The VisIA Project’s clinical trial, see all the de-
tails in (Ramírez Sánchez et al., 2024), follows a
non-interventional, analytical, observational and
prospective design aimed at gathering data from
adolescents and young adults (aged 11-16) with
varying levels of suicide risk. The study includes a
total of 339 participants divided in three distinct
groups: a clinical, a clinical control and a general
control populations.

The study has been approved by the Clinical
Research Ethics Committee of Galicia (dictum
2023/029), adheres to the Declaration of Helsinki,
and the standards of the General Data Protection
Regulation (Regulation, 2016). Informed consent
was obtained from all participants, and the study is
registered under NCT06341634.

3 Theory of Suicide

The understanding of suicide has evolved signifi-
cantly in recent decades, with contemporary the-
ories emphasizing the interplay of psychological,
interpersonal, and experiential factors in the de-
velopment of suicidal ideation and behaviors. Re-
cent multidimensional frameworks provide greater
insight into the complex mechanisms underlying
suicide risk. Among these, Klonsky’s Three-Step
Theory (3ST) (Tsai et al., 2021) and Joiner’s In-
terpersonal Theory of Suicide (ITS) (Van Or-
den et al., 2010) have gained prominence for their
ability to explain both the emergence of suicidal
ideation and the progression to suicide attempts.
The ITS posits that suicidal behavior arises from
the convergence of two interpersonal constructs,
perceived burdensomeness (belief of being a li-
ability to others) and thwarted belongingness
(sense of social disconnection), along with the
acquired capability for suicide, which develops
through habituation to fear and pain via exposure
to traumatic or self-injurious experiences. The 3ST,

https://clinicaltrials.gov/study/NCT06341634?locStr=Vigo,%20Municipality%20of%20Vigo,%20Spain&country=Spain&city=Vigo&cond=Suicide%20Ideation&rank=1
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provides a structured framework for understanding
suicidal ideation and behavior through three pro-
gressive stages: the emergence of suicidal thoughts
due to intense psychological pain coupled with
hopelessness; the amplification of suicidal ideation
when individuals feel burdensome and discon-
nected from others; and the transition to suicide
attempts, facilitated by acquired capability.

Based on these theories, a practical tool called
Suicide Log was presented in (Bryan et al., 2017),
aiming at co-constructing and understanding the
user’s emotional pain through several phases. This
tool is commonly used in clinical practice.

4 Related Work

Suicidal ideation detection systems primarily rely
on a combination of machine learning, deep learn-
ing, and natural language processing (NLP) tech-
niques(Haque et al., 2022; Elsayed et al., 2024).
Traditional machine learning models, such as Sup-
port Vector Machines (SVM), Random Forest (RF),
Decision Trees (DT), and Naïve Bayes (NB), uti-
lize handcrafted feature extraction methods to clas-
sify text. More advanced deep learning approaches,
such as Long Short-Term Memory (LSTM), Con-
volutional Neural Networks (CNN) and Gated Re-
current Unit (GRU) models, leverage word em-
beddings to capture semantic relationships within
text. These methods work on existing datasets (KO-
MATI, Accessed: 2023-12-24) for training and test-
ing the models.

The VisIA project follows a different approach,
leveraging LLMs to adhere to established clinical
practices while integrating insights from modern
suicide theories and psychiatry experts.

5 VisIA-Bot Concept

The project proposed the development of a tool
based on conversational agent technology designed
to follow a structured methodology aimed at sup-
porting clinical practices as well as triage and risk
assessment in non-clinical settings, such as school
counseling and hospital emergency rooms. The
tool aims to identify suicidal constructs and po-
tential suicidal ideation, bridging the gap between
early detection and professional intervention. To
achieve this, the suicide log was chosen as the pri-
mary reference, alongside the theoretical frame-
work guiding its implementation. The interaction
begins with open-ended questions focused on the
participant’s emotions. If self-harm or moderate to

high suicide risk is detected, the suicide log proce-
dure is started (see 1).

Figure 1: Screening basic schema

VisIA-Bot consists of two functionally distinct
components that work in parallel: a conversational
agent designed to follow the principles and steps
of the suicide log, which guides the conversation,
and a suicide construct detector, the focus of this
paper, designed to identify relevant constructs in
text fragments in order to assess suicide risk based
on the theoretical framework previously outlined.
The interaction between the two components is
constant, as the decisions from the conversational
agent are based on both the responses of the user
and the results of the suicide construct detector.

6 Development Framework

The tool is being developed using LangChain1 with
LangGraph 2 to orchestrate the workflow and Ol-
lama to run the Large Language Models (LLMs).
This framework was selected over traditional con-
versational agent tools like Rasa (Bocklisch et al.,
2017) due to its capabilities to generate human-
like organic responses, to make decisions based on
detailed instructions and to solve complex tasks
while simplifying the development process. One
of the key limitations of frameworks like Rasa lies

1GitHub repo: https://github.com/langchain-ai/langchain
2GitHub repo: https://github.com/langchain-ai/langgraph
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in their reliance on predefined intents and entities,
which can restrict their ability to handle complex
or ambiguous inputs. Although traditional frame-
works are effective in structured dialogue systems,
its rule-based and classification-driven approach
struggles with nuanced language, making it less
suitable for detecting abstract concepts such as
loneliness, distress, or emotional well-being (He
and Garner, 2023). Additionally, LLM-based agent
orchestration capabilities provide a clear advantage
in decision-making and task-solving (Shen et al.,
2023).

Regarding LLMs, Llama3:8B and Mistral:7B
were considered for development among other op-
timized models, being Llama3 the best performer
in early testing and final option. Both models were
queried to assess their knowledge of the theoret-
ical framework, confirming their familiarity with
relevant concepts and their interrelations.

7 Suicide detection using LLMs

Figure 2: VisIA-Bot Overview

7.1 Definition of Suicide Constructs to Target
The focus was set on the constructs extracted di-
rectly from the theoretical framework, following
an integrative approach, since both theories have
distinct perspectives on critical constructs. Accord-
ing to Klonsky, "disrupted connectedness is simi-
lar to low belongingness and burdensomeness as
described in Joiner’s Interpersonal Theory". For

this work, since low belongingness is conceptually
very close to disrupted connectedness and would
be potentially very difficult to discern, both were
integrated into one construct. During development,
the construct of acquired capability yielded con-
sistently low detection rates, leading to its replace-
ment with two constructs that could be identified
more clearly in adolescent’s statements: passive
suicidal ideation and active suicidal ideation. In
these new constructs, the acquired capability is
implicitly included within active suicidal ideation,
which represents the higher-risk construct. Accord-
ing to Klonsky’s theory, suicidal ideation arises
from psychological pain and hopelessness, which
can be directly expressed in concise chat phrases,
such as "I wish I could fall asleep and never wake
up". In conclusion, the final suicide constructs to
be detected are: psychological pain, hopelessness,
burdensomeness, disrupted connectedness (low be-
longingness), passive suicidal ideation and active
suicidal ideation.

7.2 Suicide Construct Detection Strategies

The system is designed to detect suicide-related
constructs in short to medium-length phrases, prior-
itizing real-time responsiveness. After evaluating
multiple detection strategies, the most effective and
practical approach was selected due to its simplic-
ity, low computational overhead, and alignment
with real-time system requirements: analyzing in-
dividual, context-free phrases. Additionally, the
absence of robust real-word datasets for contextual
approaches reinforces the choice of single-phrase
analysis.

To address the limitation of short-phrase analysis
while maintaining real-time efficiency, the follow-
ing best practices are proposed:

• Segmented Text Analysis: Dividing longer
texts into smaller fragments for individ-
ual analysis, computing aggregated results,
can improve computational efficiency and is
aligned with clinical practices.

• State Variables for Suicide Constructs: In-
troducing state variables allows for dynamic
tracking of suicidal ideation throughout a con-
versation, enabling its inference based on
construct concurrence. This minimizes de-
pendence on explicit indicators of suicidal
ideation (e.g., the concurrence of psycholog-
ical pain and hopelessness), allowing for a
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more comprehensive and nuanced assessment
of the user’s psychological state.

• Multi-Tiered Analysis: Implementing a
lightweight prefiltering model to identify po-
tentially relevant phrases before LLM process-
ing minimizes computational overhead while
enhancing accuracy.

• Structured Output: Possible hallucinations
were controlled by forcing a structured output
and ensuring the context window of the model
is never exceeded.

7.3 Prompting strategies
Combinations of three main prompting strategies
(Wang et al., 2023) were explored for the detec-
tion of suicide constructs in text: prompt engineer-
ing, few shot and Retrieval Augmented Generation
(RAG). In all cases, the theoretical framework was
contextualized in the prompt. These strategies in-
cluded:

• instruction-based prompting (IP), leveraging
the LLM’s internal knowledge,

• few-shot prompting (IP+FS), providing a cu-
rated list of example phrases associated with
each construct,

• Retrieval-Augmented Generation (RAG),
adding theoretical context (RAG).

The IP prompting strategy was developed us-
ing prompt engineering and provides clear instruc-
tions to the LLM, but no examples of phrases. The
prompt instructions were developed iteratively us-
ing a test set generated with GPT-o43 and selected
fragments of text from the first stages of the clini-
cal trial, analyzing its reasoning for each detection.
The IP+FS strategy, based on few shot prompting,
provides both clear instructions and between 10 to
20 example phrases for each construct. These ex-
amples were crafted by psychiatry experts focusing
on variety, trying to maximize case coverage while
minimizing overlap and maintaining an equitable
number of entries per construct to prevent bias. The
RAG approach is based on the IP prompt adding
a context retrieved from a knowledge base which
contains the theoretical framework and detailed
descriptions and examples for each construct.

The objective is to identify suicide-related con-
structs within a set of 80 test phrases. This set

3Hello GPT-4o | OpenAI

consists of 30 neutral phrases and 50 phrases as-
sociated with suicide constructs, with 8 per con-
struct, except for psychological pain and discon-
nection, which have 9 each. Since, to the best of
our knowledge, no dataset of phrases associated
with these constructs is available, the test phrases
were generated based on psychiatrists’ instructions
and subsequently reviewed by them, following the
same criteria of the prompt examples regarding
coverage and overlap, while ensuring no overlap
or redundancy between sets. The order of the test
set is randomized on each run to prevent model
bias. Prompting strategies were also tested on real
clinical trial texts.

Detection outputs are structured as a JSON ob-
ject with emotion, confidence, and reasoning
fields. The LLM selects a single construct when
multiple are detected and provides reasoning to ex-
plain its decision. This reasoning component is
essential for understanding the model’s decision-
making process and identifying factors contributing
to detection success or failure. Here is a result ex-
ample for the sentence "At times, I am overwhelmed
by the idea of disappearing, but I don’t know how
or when it might happen." classified by the clinical
team as passive suicidal ideation:

1 {'emotion ': 'passive suicidal ideation ',
2 'reasoning ': 'The sentence indicates

that the user feels the idea of
disappearing , which suggests
possible passive suicidal ideation.
The lack of specificity about how or
when it might happen does not rule

out this possibility.'}

The results were analyzed across several dimen-
sions, including accuracy for overall performance
and by category (suicide constructs vs. neutral
phrases), confusion matrix, Precision, Recall and
F1-score. The results for one run of the IP-FS strat-
egy„ which achieved the best performance overall,
are shown in Table 1 and Fig. 3. In this run, the
overall accuracy was , 90% and the category accu-
racy was 98%. The LLM used was Llama3.

Labels Precision Recall F1-Score
burdensomenss 88% 88% 88%
disconnection 100% 89% 94%
hopelessness 78% 88% 82%
psychological pain 69% 100% 82%
passive ideation 100% 75% 86%
active ideation 86% 75% 80%
neutral 100% 97% 98%

Table 1: Evaluation metrics for the IP+FS strategy

The comparative results of the three prompting

https://openai.com/index/hello-gpt-4o/
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Figure 3: Confusion matrix for the IP-FS strategy.

strategies for Precision, Recall and F1-Score macro
average and weighted average are shown in Fig. 4
and Fig. 5 respectively. RAG yielded the worst
performance, getting a Precision macro average
of 68%, followed by IP, which reached 77%. The
best results were achieved using IP+FS, getting
0.89% in this particular run. The average values for
10 runs are similar to this result: Precision macro
average: 0.89; Recall macro average: 0.87; Preci-
sion weighted average: 0.91; and Recall weighted
average: 0.90.
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Figure 4: Precision, Recall and F1 Macro Average
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Figure 5: Precision, Recall and F1 Weighted Average

8 Discussion and Future Work

This paper establishes short-phrases analysis as
the primary strategy for detecting suicide con-
structs, balancing real-time efficiency with expert-
in-the-loop refinement, achieving =̃90% accuracy,
a weighted average for Precission and Recall of
0.92 and 0.90 respectively, despite challenges in
overlapping constructs. Hopelessness and psycho-
logical pain were the constructs with lower preci-
sion values, with 0.69 and 0.78 respectively, but
with higher recall values, with 0.88 and 1. It was
observed that some of the test phrases regarding
these constructs exhibit significant variability in
classification between them This may indicate an
overlap in the semantic or emotional representation
of these constructs, or it may reflect differences
in how the model interprets subtle linguistic cues.
Further research with real data from the clinical
trial is planned to improve these results.

To further validate the results of the test set,
the same evaluation previously performed by the
model will be performed by medical professionals,
specifically psychologists and psychiatrists. This
comparison seeks to evaluate the concordance be-
tween the model’s predictions and expert assess-
ments while enhancing the test’s reliability and
construct validity.

The detection of suicide constructs in long texts
is under development, focusing on text segmenta-
tion and state variables to analyze construct com-
binations and repetitions. Multi-tiered analysis is
being explored for non-real-time scenarios to opti-
mize construct detection through effective sentence
division.

Additionally, recent findings emphasize the im-
portance of incorporating positive constructs, such
as protective factors like connectedness and emo-
tional granularity, into suicide risk assessment.
These factors, even when contradicting other risk
indicators, directly influence risk evaluations, as
demonstrated in clinical trial transcripts where both
risk and protective factors co-occurred.
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