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Abstract

Content generation conditioning on users’ read-
ability is an important application for person-
alization. In an era of large language mod-

els (LLMs), readability-controlled text gen-
eration based on LLMs has become increas-
ingly important. This paper introduces a novel
methodology called ‘“Readability-Controlled
Instruction Learning (ReadCtrl),” which aims
to instruction-tune LLM:s to tailor users’ read-
ability levels. Unlike the traditional meth-
ods, which primarily focused on categorical
readability adjustments—typically classified as
high, medium, and low or expert and layperson
levels—with limited success, ReadCtrl intro-
duces a dynamic framework that enables LLMs
to generate content at various (near continu-
ous level) complexity levels, thereby enhancing
their versatility across different applications.
Our results show that the ReadCtrl-Mistral-
7b models significantly outperformed strong
baseline models such as GPT-4 and Claude-3,
with a win rate of 52.1%:35.7% against GPT-
4 in human evaluations. Furthermore, Read-
Ctrl has shown significant improvements in
automatic evaluations, as evidenced by bet-
ter readability metrics (e.g., FOG, FKGL) and
generation quality metrics (e.g., BLEU, SARI,
SummaC-Factuality, UniEval-Consistency and
Coherence). These results underscore Read-
Ctrl’s effectiveness and tenacity in producing
high-quality, contextually appropriate outputs
that closely align with targeted readability lev-
els, marking a significant advancement in per-
sonalized content generation using LLMs !

1 Introduction

Existing personalization methods mainly focus on
the semantics of the content that individuals need,
such as retrieving information based on individuals’
search queries (Chen et al., 2023; Kirk et al., 2024;
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Figure 1: ReadCtrl instruction following ability. While
current SOTA LLMs such as GPT and Claude (under the
few-shot setting) show an upward trend in aligning their
output with the target grade level, they fall significantly
short of the ‘perfect’ adherence curve. Other weaker
LLM:s like Mistral-7b demonstrate little to no capacity
to adjust to ReadCtrl instructions, as indicated by the flat
line parallel to the x-axis. Notably, Mistral-ReadCtrl’s
performance closely approaches ‘perfect’, showcasing
its advanced capability to tailor output to the specified
readability level as set out by ReadCtrl instructions.

Shanahan et al., 2023) and summarization based
on content representation (Richardson et al., 2023).
However, one important aspect of personalization
that has not been widely explored is readability-
controlled content generation, which is particu-
larly relevant for writers and readers with vary-
ing expertise levels(Vajjala, 2021). This involves
tailoring content to match individuals’ readabil-
ity levels, which can vary widely due to differ-
ences in education, domain familiarity, and writing
proficiency(Ribeiro et al., 2023). The emergence
of large language models (LLMs) has further ad-
vanced this field, ushering in a transformative era of
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personalized writing assistance(Pu and Demberg,
2023). It is crucial for content generated by these
models to be not only accurate and relevant but also
adaptable to the stylistic and cognitive preferences
of different users (e.g., writers and readers). The
emphasis on customized content creation under-
scores the critical role of LLM alignment methods
in digital interactions, especially in environments
where users may require varying levels of guidance
and editorial control(Zhou et al., 2023; Sun et al.,
2023; Qin et al., 2024). At the heart of this inno-
vative area are the principles of readability control
instructions, designed to dynamically adapt the out-
put vocabulary distribution to the specific context
of each interaction. This can be achieved by an-
alyzing chat history, interpreting user profiles, or
responding to direct interaction requests, signifi-
cantly enhancing LLMs’ versatility (Huang et al.,
2023).

Previous efforts in the domain of controllable
text generation have primarily centered on binary
readability adjustments, typically categorized into
tasks of simplification, complication, or sibling
style transfer (Goldsack et al., 2022; Guo et al.,
2021; Luo et al., 2022). Despite their objectives,
these approaches often fail to fully address the di-
verse personalization needs due to the limited va-
riety in training data and a concentrated empha-
sis on readability. In traditional supervised fine-
tuning scenarios, designing multiple readability-
level ground truths for training data to facilitate
readability control is not scalable. As a result, mod-
els may not have sufficient exposure to varied text
complexities, limiting their ability to adjust con-
tent according to user-specific readability needs
accurately. In response, the field of artificial intel-
ligence is shifting towards more dynamic systems
that can adapt outputs to meet users’ unique pref-
erences and requirements (Kirk et al., 2024). This
shift is heralding a new era of personalized con-
tent creation that extends beyond standard domains
like information retrieval to specialized areas, en-
hancing user engagement and satisfaction through
tailored content.

This paper addresses these challenges by intro-
ducing a novel methodology termed “readability-
controlled instruction learning (ReadCtrl).” Our
findings demonstrate that ReadCtrl can empower
LLMs to transform input text into content with
controlled readability accurately. As illustrated
in Figure 1, our investigation across a range of
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state-of-the-art LLMs shows varying degrees of
compliance with readability-controlled instructions.
Mainstream models like GPT (Achiam et al., 2023)
and Claude (Anthropic, 2024), despite demonstrat-
ing an Upward trend, fall significantly short of
the ideal ‘perfect’ adherence curve—they show a
tendency towards compliance but lack precise out-
put control. In contrast, models that previously
struggled with readability control, such as Mistral-
7b (Jiang et al., 2023)—illustrated almost as a
horizontal line in the figure—have shown signifi-
cant enhancement with the integration of ReadC-
trl, such as Mistral-ReadCtrl. These models now
nearly meet the ideal performance curve, showcas-
ing their improved ability to customize outputs to
specific readability demands. Specifically, ReadC-
trl incorporates explicit instruction tuning based on
readability and is rigorously tested through tasks
designed to evaluate the model’s ability to adjust
output complexity. These tasks include text sim-
plification, which aims to reduce the output’s read-
ability relative to the input; paraphrase generation,
which maintains the input’s readability; and se-
mantic entailment generation, which adjusts the
output’s readability, potentially increasing or de-
creasing it in relation to the input. By employing a
clear instruction—*“Given an input text, please out-
put an entailment with a readability score around
{target readability score}”—models like Mistral-
ReadCtr]l demonstrate the efficacy of ReadCtrl in
generating content that is not only semantically
coherent but also finely adjusted to meet diverse
comprehension needs and preferences.

In our initial experiments, we evaluated the
model’s performance in a "seen setting," where
models were tested using datasets on which they
were trained, such as ASSET (Alva-Manchego
et al., 2020) for text simplification, PAWS (Zhang
et al., 2019) for paraphrase generation, and
SNLI (Bowman et al., 2015) for semantic entail-
ment. This setting established a baseline for in-
struction tuning, confirming that the models could
effectively adhere to readability instructions in fa-
miliar contexts. Subsequent experiments involved
an "unseen setting," testing the models against new
datasets they had not encountered during training,
such as WikiSmall (Zhu et al., 2010) for text sim-
plification, MRPC (Dolan and Brockett, 2005) for
paraphrase generation, and MultiNLI (Williams
et al., 2017) for semantic entailment. This phase
was critical for assessing the models’ adaptability



and accuracy in novel contexts, reflecting their gen-
eralizability and real-world applicability. We uti-
lized several readability assessment metrics, includ-
ing the Gunning Fog Index (Gunning, 1952) and
Flesch-Kincaid Grade Level (Kincaid et al., 1975),
to quantitatively evaluate the complexity of the gen-
erated texts. Additionally, we employed a range of
automatic generation metrics for generation quality
evaluation, such as BLEU (Papineni et al., 2002),
SARI (Xu et al., 2016), Factuality (Laban et al.,
2022), Consistency and Coherence (Zhong et al.,
2022), to assess the quality of the generated texts,
aiming to balance readability, information reten-
tion, factuality, consistency, and coherence during
evaluation.

These evaluations confirmed the effectiveness
of our ReadCtrl methodology across a diverse
range of tasks and datasets. Particularly, Mistral-
ReadCitrl excelled in both seen and unseen set-
tings, showcasing robust performance metrics.
For instance, in the unseen MRPC dataset, Mis-
tral ReadCtrl achieved the lowest readability gap
(1.66), the highest factuality (0.8184), and excellent
BLEU (0.3798) and SARI (44.4327) scores, signif-
icantly outperforming competitors like GPT-4 and
Claude-3. In the WikiSmall dataset, it recorded
a readability gap of just 2.09, the highest coher-
ence score (0.9763), and a strong SARI score of
42.1033. Furthermore, detailed human and LLM-
as-a-judge (Lan et al., 2024) evaluations were con-
ducted to compare Mistral-ReadCtrl with GPT-
4 across different tasks and readability require-
ments. Mistral-ReadCtrl demonstrated superior
performance, achieving a win rate of 52.1% in
human evaluations and 58.3% in Al assessments,
compared to GPT-4’s 35.7% and 38.4%, respec-
tively. Notably strong results were observed in
tasks involving WikiSmall (62.5% in Human Eval,
67.7% in Al Eval) and SNLI (66.7% in Human
Eval).

2 Methodology

2.1 Task Overview

Our methodology is designed to evaluate the effec-
tiveness of instruction tuning conditional on read-
ability across a suite of tasks, specifically focusing
on text simplifications, paraphrase generation, and
semantic entailment generation. These tasks are
strategically chosen to test the model’s capability
in adjusting the complexity of its output to match
specified readability levels. They serve a broad
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spectrum of applications, from enhancing educa-

tional material accessibility to refining technical

documentation for diverse audiences.

» Text Simplifications: Here, the aim is to reduce
the readability level of the given input text, mak-
ing it more accessible to a wider audience or read-
ers with varying comprehension skills. This task
challenges the model to simplify complex text
while preserving its essential content and mean-
ing, demonstrating the ability to decrease textual
complexity upon demand.

Paraphrase Generation: In this task, the model
is tasked with rewording the given text to pro-
duce a paraphrase that maintains the original’s
readability level. This requires a nuanced under-
standing of language to ensure the output remains
true to the input’s complexity and style, facili-
tating content reformulation without altering its
accessibility.

Semantic Entailment Generation: This in-
volves creating text that semantically follows
from the given input, with the flexibility to in-
crease or decrease the readability level. The
model must grasp the underlying meaning of the
input text and generate output that logically en-
tails the input, demonstrating versatility in pro-
ducing content with adjustable complexity levels.

We employ the instruction tuning approach con-
ditional on readability for all these tasks. This
method provides explicit instructions to the model
to control the output text’s readability score, en-
suring that the generated content aligns with the
intended complexity level for the target audience.
This approach underlines our belief that these tasks
can all contribute to readability control generation,
where, depending on the task—be it text simplifica-
tion, paraphrase generation, or semantic entailment
generation—the model is calibrated to generate
output with the desired readability level. In text
simplification, the goal is to lower the readability of
the output relative to the input, while in paraphrase
generation, the output’s readability should mirror
the input’s. For the semantic entailment generation
task, the output’s readability may vary, being either
higher or lower than the input’s, thereby offering a
versatile tool for adjusting text complexity across a
wide range of contexts.

2.2 Instruction Design for Readability Control

To achieve the desired readability level across vari-
ous tasks, we employ straightforward and singular



Extract and compile text
data specifically from three
key NLP tasks: text
simplification, paraphrase
generation, and semantic
entailment generation.

Compute each sample of
the collected text data using
several standardized
readability formulas.

Analyze the distribution of
readability scores across
the entire dataset. Adjust
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balanced representation of
texts at each readability
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Figure 2: Overview of ReadCtrl data construction.

instruction. This approach emphasizes the model’s
ability to tailor its output to meet specific readabil-
ity goals, demonstrating its versatility and effec-
tiveness in readability control. The instruction is as
follows:

"Given an input text, please output an entailment
with a readability score around target readability
score."

This concise instruction mandates the model to
generate content that not only semantically follows
from the given input but also aligns with a specified
readability level, showcasing the model’s capacity
to produce targeted outputs that cater to diverse
comprehension needs and preferences.

2.3 Implementation and Readability Scoring

The readability of the generated text is quantita-

tively evaluated using a suite of established read-

ability metrics. We calculate the following read-

ability scores 2:

* Gunning Fog Index: Estimates the years of for-
mal education required to understand the text on
the first reading (Gunning, 1952).

Flesch-Kincaid Grade Level: Translates the US
grade level needed to comprehend the text (Kin-
caid et al., 1975).

* Automated Readability Index: Outputs a score
correlating to the US grade level necessary for
understanding (Senter and Smith, 1967).

Coleman-Liau Index: Estimates the US grade
level needed to comprehend the text using let-
ter count instead of syllable count (Coleman and
Liau, 1975).

These metrics are selected for their diverse ap-
proaches to assessing text complexity, offering a
comprehensive understanding of the text’s readabil-
ity. Subsequently, an average Reading Grade Level
(RGL) is derived from these scores to represent the
text’s overall readability. The integration of these

*More details can be found in Appendix A.
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readability assessments into our methodology al-
lows a nuanced approach to generating text that
meets the specified readability criteria. By adjust-
ing the instruction based on the target RGL, we can
fine-tune the complexity of the output, making our
approach adaptable to a wide range of applications,
from educational content to technical documenta-
tion. This process underscores the importance of
readability in tailoring content to specific audience
needs, a critical factor in communication effective-
ness across various domains.

3 Experiments

3.1 Dataset

Our experimental framework is designed to as-
sess the model’s performance across various tasks,
specifically focusing on text simplification, para-
phrase generation, and semantic entailment gen-
eration. To facilitate a comprehensive evaluation,
we utilize six distinct datasets, two for each task,
which enables us to explore the model’s capabili-
ties in both seen and unseen settings. The datasets
employed in our experiments are outlined as fol-
lows:

» Text Simplification: For this task, we use the
ASSET (Alva-Manchego et al., 2020) and Wik-
iSmall (Zhu et al., 2010) datasets. ASSET is a
diverse corpus for automatic sentence simplifica-
tion, providing high-quality simplifications with
multiple references per source sentence, making
it ideal for instruction tuning and evaluation in
seen settings. WikiSmall serves as an additional
dataset for evaluating performance in an unseen
setting, offering a different collection of simpli-
fied sentences derived from Wikipedia articles.

Paraphrase Generation: We utilize the PAWS
(Zhang et al., 2019) (Paraphrase Adversaries from
Word Scrambling) and MRPC (Microsoft Re-
search Paraphrase Corpus) (Dolan and Brock-
ett, 2005) datasets. PAWS contains pairs of sen-
tences paraphrasing each other, including those



constructed through controlled word scrambling,
making it suitable for training and the seen set-
ting evaluations. MRPC offers a collection of sen-
tence pairs labeled as paraphrases or not, sourced
from online news sources, to test the model’s
paraphrasing ability in unseen settings.

¢ Semantic Entailment Generation: For this task,
the SNLI (Stanford Natural Language Inference)
(Bowman et al., 2015) and MultiNLI (Multi-
Genre Natural Language Inference) (Williams
et al., 2017) datasets are employed. SNLI is a
large collection of sentence pairs annotated with
textual entailment information, used for instruc-
tion tuning and seen setting evaluation. MultiNLI
extends this to a broader range of genres and con-
texts, providing a robust challenge for the model
in unseen settings.

In our experimental setup, instruction tuning is
performed on the training sets of ASSET, PAWS,
and SNLI to align the model’s output with spe-
cific readability goals. The effectiveness of this
approach is then evaluated in two distinct settings:
a seen setting, using the test sets of ASSET, PAWS,
and SNLI, and an unseen setting, using the test sets
of WikiSmall, MRPC, and MultiNLI. This method-
ology allows us to not only measure the model’s
immediate response to the instruction tuning but
also its generalizability and adaptability to different
textual contexts and tasks.

3.2 Evaluation Metrics

To comprehensively evaluate the model’s perfor-
mance across the different tasks, we employ a mul-
tifaceted set of metrics that assess various aspects
of the generated texts. These metrics enable us to
gauge the model’s effectiveness in adjusting read-
ability, maintaining factual accuracy, and ensuring
textual coherence and consistency. The following
metrics are used:

* Average Readability Score: This metric calcu-
lates the average readability level of the generated
texts, providing insight into the overall accessibil-
ity of the content produced by the model.

* Readability Gap (Delta): The readability gap is
measured as the difference between the requested
readability level and the actual readability level
of the generated text. This metric assesses the
model’s precision in hitting target readability lev-
els.

* Factuality: Factuality is evaluated based on the
methodology from the SummaC (Laban et al.,
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2022) work, which offers a means to assess the
factual alignment of the generated text with the
source content or input.

* Consistency and Coherence: These aspects are

measured using criteria from the UniEval (Zhong
et al., 2022) framework, which provides standard-
ized metrics for evaluating the logical consistency
and coherence of the text, ensuring that the gener-
ated content is not only readable but also logically
structured and coherent.

* SARI: The SARI (System output Against Refer-

ences and the Input sentence) (Xu et al., 2016)
metric is utilized to assess the quality of text sim-
plification. It measures the model’s ability to
produce simplified text that is both accurate and
helpful, comparing the generated output against
both the original text and reference simplifica-
tions.

* BLEU: The BLEU (Bilingual Evaluation Under-

study) (Papineni et al., 2002) metric is applied
to evaluate paraphrase generation and semantic
entailment tasks. It quantifies the linguistic simi-
larity between the generated texts and reference
texts, indicating the model’s capability to produce
coherent and contextually appropriate content.
These metrics collectively offer a robust frame-
work for assessing the nuanced performance of the
model across various dimensions of text generation,
readability adjustment, and content quality.

3.3 Evaluated Models

In our study, we evaluate a diverse set of mod-
els to understand their efficacy in handling tasks
related to term definition generation, text simplifi-
cation, and text complication, particularly focusing
on adjusting text complexity according to specified
readability levels. The models include:

* GPT-3.5: As a precursor to GPT-4, GPT-3.5 has

demonstrated substantial capabilities in generat-
ing human-like text across various tasks. It serves
as a baseline to understand the incremental im-
provements brought about by its successors and
other models.

* GPT-4: The latest iteration from OpenAI’s GPT

series at the time of our study, GPT-4, represents
a significant leap in language model performance,
offering improved comprehension and generation
capabilities over its predecessors.

¢ Claude-3: As a model known for its understand-

ing and generation abilities, Claude-3 has been in-



Models Readability Gap| Factuality

Consistency T

Coherence? BLEUT SARIT

ASSET (seen) | WikiSmall (unseen) - Text Simplification

Claude-3 3.632314.53 0.522110.4612 0.930110.9391  0.93410.9396  0.187410.1606 40.6964 | 32.9996
GPT-3.5 2.863513.12 0.723110.6721  0.964110.9401 0.964810.9231 0.273910.194  41.0061 | 33.9842
GPT-4 2.746512.69 0.654710.5892  0.968810.9556  0.968710.949  0.2061 10.1666 39.7319 | 31.4657
Mistral-ReadCtrl 1.8384 12.09 0.768710.7168 0.942310.9477 0.965310.9763 0.431710.4321 49.3521 142.1033

SNLI (seen) | MultiNLI (unseen) - Semantic Entailment Generation

Claude-3 4.643315.64 0.510210.3904 0.91910.8292  0.933110.8346 0.044610.0303 48.3281 | 44.4344
GPT-3.5 2.833316.7 0.517610.3967 0.904910.8829 0.898210.896 0.087510.0378 51.0201 | 44.0607
GPT-4 2.473313.36 0.563210.5167 0.948810.8961 0.938210.8879 0.10510.0562  52.1153 | 46.4204
Mistral-ReadCtrl 1.873312.21 0.740610.6542  0.949110.8804 0.943710.9122  0.18310.1137  51.6644 | 43.8289

PAWS (seen) | MRPC (unseen) - Paraphrase Generation

Claude-3 2.433312.61 0.514110.4736
GPT-3.5 1.543312.64
GPT-4 1.446712.19 0.7085 1 0.5203
Mistral-ReadCtrl 0.6367 1 1.66

0.92110.9154
0.744310.5868 0.976110.9683 0.974610.9679 0.387310.2059
0.97910.9635
0.787110.8184 0.967710.9669 0.973510.9769 0.6649 | 0.3798

0.918310.9012 0.239310.1679 38.3459 136.7783
37.9808 137.3417
34.3525134.8477

60.5332 | 44.4327

0.97810.9639  0.312210.153

Table 1: Main results for seen | unseen tasks in ReadCtrl.

cluded as a baseline for its efficiency in handling
various NLP tasks and its purported adaptability
to instruction-based prompts, making it a relevant
comparison for our instruction-tuned model.

Mistral 7B ReadCtrl: Our proposed model has
been instruction-tuned to adjust the readability
level of generated texts based on explicit instruc-
tions. Mistral 7B is designed to excel in the
specific tasks of text simplification, paraphrase
generation, and semantic entailment generation,
leveraging instruction tuning to achieve precise
control over the readability of its outputs.

Each of these models brings unique strengths
and capabilities to the table, allowing us to con-
duct a comprehensive comparison that not only
highlights Mistral 7B’s advancements in control-
ling readability but also situates these achievements
within the broader context of current NLP technolo-
gies. By evaluating Mistral 7B against these estab-
lished models, we aim to demonstrate its efficacy
and potential applications in enhancing readability
control in automatic text generation.

3.4 Results

3.4.1 Performance on seen tasks

Table 1 presents a performance comparison of
Claude-3, GPT-3.5, GPT-4, and our model, Mistral-
ReadCtrl, on seen tasks involving three datasets
where instruction tuning was implemented: AS-
SET, SNLI, and PAWS. Regarding the Readability
Gap, Mistral-ReadCtrl demonstrates superior preci-
sion in adhering to target readability levels, achiev-
ing the lowest scores across all datasets, indicating
effective control over text readability. Factuality
scores, which assess the accuracy of content com-
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pared to the original, show that Mistral-ReadCtrl
maintains higher factual consistency than its coun-
terparts. When evaluating Consistency and Coher-
ence, which measure the logical flow and structural
soundness of texts, Mistral-ReadCtrl performs ro-
bustly, though it is slightly outperformed by GPT-4
in the PAWS dataset. For BLEU and SARI metrics,
critical for evaluating the linguistic and contex-
tual appropriateness of text simplification and para-
phrase generation, Mistral-ReadCtrl again posts the
highest scores, showcasing its efficacy in producing
high-quality, contextually appropriate responses.

3.4.2 Performance on unseen tasks

Table 1 illustrates the performance of four mod-
els — Claude-3, GPT-3.5, GPT-4, and Mistral-
ReadCtrl — on unseen tasks, using the datasets
WikiSmall for text simplification, MultiNLI for
semantic entailment generation, and MRPC for
paraphrase generation. These results are crucial for
assessing each model’s ability to generalize beyond
the data types encountered during training.

In the WikiSmall dataset, Mistral-ReadCtrl out-
performs other models with the lowest readability
gap of 2.09, suggesting superior control aligning
with the target readability levels. It also achieves
the highest factuality and coherence scores and sig-
nificantly outstrips the competition in BLEU and
SARI scores, indicating its effectiveness in main-
taining content quality in text simplification tasks.

Mistral-ReadCtrl again shows notable perfor-
mance for the MultiNLI dataset, which focuses
on semantic entailment generation, with the lowest
readability gap of 2.21 and the highest factuality
and coherence scores among the models. However,
while its BLEU score is the highest, it slightly trails



Ours Win Tie Ours Loss
WRPC 56.2 3.1 40.6
e 62.5 4.2 33.3
s 67.7 31 292
oS 52.1 2.1 45.8
o 56.2 1.0 42.7
po5ET 55.2 6.2 38.5
overd 58.3 3.3 38.4
Al Eval
MRPC 51.0 13.5 35.4
e 46.5 16.0 37.5
e 65.6 1.0 33.3
oS 41.7 21.5 36.8
o 66.7 4.2 29.2
pSET 49.0 10.4 40.6
overal 52.1 12.2 35.7
Human Eval

Figure 3: Win rate (%) for Mistral-ReadCtril vs GPT-4
(3 shots) using Al (Claude3 and GPT3.5) and Human
evaluation.

behind GPT-4 in SARI, demonstrating strong but
not leading performance in generating entailments
that are semantically aligned with the input.

In the MRPC dataset, which tests the model’s
ability to generate paraphrases, Mistral-ReadCtrl
leads to a readability gap of 1.66, the highest factu-
ality and coherence scores, and the best BLEU and
SARI scores. This highlights its exceptional ability
to generate paraphrases that not only adhere closely
to the desired readability level but also maintain
high levels of linguistic and contextual integrity.

Overall, the data from the unseen tasks confirm
Mistral-ReadCtrl’s robust generalization capabili-
ties across different types of text generation tasks,
demonstrating its potential as a versatile tool in
NLP applications where adapting to varied content
types and maintaining consistent quality is critical.

4 Human Evaluation

4.1 Human Evaluation settings

Our human evaluation was conducted by 5 human
evaluators and 1 expert evaluator >. We randomly
sampled 6 data from the test datasets of 6 data
sets, and a total of 36 data appeared in the human
evaluation. We give detailed instructions to the
annotators: “You are evaluating two systems, both
of which are trying to convert inputs to specific
readability requirements to produce output suitable

*More details can be found on Appendix B.
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Grade 2

Employ short, straightforward sentence structures 100%
Focus only on essential details, omitting unnecessary complexity — 85.7%
Use very simple vocabulary and avoid complex words 76.2%
Break down information into clear sequential steps 35.7%
Grade 5

Introduce some more varied and content-specific vocabulary 71.4%
Use longer sentences with conjunctions to combine ideas 57.1%
Provide additional context and relevant details 28.6%
Explain concepts more directly instead of narratives 23.8%
Grade 8

Use complex sentence structures like passive voice 66.7%
Employ richer descriptive language and vivid details 54.8%
Incorporate academic and technical terminology 47.6%
Establish clear logical connections between ideas 21.4%
Grade 11

Construct elaborate compound-complex sentences 42.9%
Use sophisticated vocabulary from all domains 40.5%
Write with consistent formality and academic tone 33.3%
Employ advanced stylistic techniques like figurative language 23.8%

Table 2: Readability control strategies for Mistral 7B
ReadCtrl. The number represents what proportion of
the system output in the corresponding grade level uses
the corresponding method to adjust the readability.

for the user. I will show you the input and output
of the two systems on grade 2/5/8/11, respectively.
Tell me which system’s output you prefer by spec-
ifying system 1 or system 2 or tie if the quality
is the same. Please explain the reason for your
preference.”. And they worked using our evalua-
tion system to select preference; see Figure 4 (left).
Each time, we randomly shuffle the outputs of two
systems (Mistral-ReadCtrl and GPT-4), and they
can choose the one that better meets the readabil-
ity requirements and has higher output quality. If
they think the outputs of the two systems are tied,
they can choose both. After we get judgments from
multiple people per instance, we do not aggregate
their labels before calculating the win rate but count
them individually. We also used a similar setting of
our human preference evaluation for Al evaluation
with claude-3-opus-20240229 and gpt-3.5-turbo-
0125 as the judge .

After preference evaluation, we then worked
with one Linguistics expert for the readability con-
trol strategies annotation. We summarized 4 differ-
ent reasons for each grade level (see Table 2) and
then asked the expert to use our evaluation system
for readability control strategies annotation; see
Figure 4 (right). Each time, the expert needed to se-
lect all qualified control strategies for the output of
our system (Mistral 7B ReadCtrl), where multiple
selections are allowed.

*More details can be found on Appendix C



4.2 Human Evaluation Results

As shown in Figure 3, the human evaluation prefers
Mistral-ReadCtrl with an overall win rate of 49.4%
as opposed to GPT-4, while Al evaluation gave us a
broader win rate of 58.3%. Specifically, both seen
settings (ASSET, SNLI, PAWS) and unseen set-
tings (WikiSmall, MultiNLI, MRPC) exhibit con-
sistent results across human evaluation and Al eval-
uation. Among these, the lead in WikiSmall and
SNLI is most pronounced. Delving further, human
annotations shed light on the operational tactics
of Mistral-ReadCtrl. For example, when catering
to Grade 2 readability, it implemented straightfor-
ward sentence structures with 100% adherence, fo-
cused on essential details 85.7% of the time, and
employed very simple vocabulary in 76.2% of in-
stances. For more advanced Grade 5 and 8 re-
quirements, it adeptly introduced content-specific
vocabulary (71.4% for Grade 5) and complex sen-
tence structures (66.7% for Grade 8), illustrating
the model’s dexterity in scaling complexity accord-
ing to the readability demands.

5 Related Work

Early efforts for readability control in natural lan-
guage generation (NLG) included microplanning
steps to tailor the text to match different target
reading levels (Moraes et al., 2016; Agrawal and
Carpuat, 2019; Marchisio et al., 2019). More recent
studies, such as those by Luo et al. (2022), have
investigated controllable abstractive and extractive
approaches for generating summaries tailored for
layman and expert audiences from biomedical doc-
uments. Concurrently, recent work Pu and Dem-
berg (2023); Rao and Tetreault (2018); Yao and
Yu (2021) examined the ability of the language
models to adapt its outputs to different target au-
diences and writing styles, ranging from formal
to informal, whereas Imperial (2022) highlighted
that GPT2 models struggle with preserving the lin-
guistic complexity of input prompts. Significant
developments have also been made in models for
Plain Language Summarization (PLS) from scien-
tific papers (Devaraj et al., 2021; Goldsack et al.,
2023; Guo et al., 2023), focusing on generating
simplified texts that retain the original content’s
meaning.

Text Simplification aims to enhance the read-
ability of sentences by reducing their linguistic
complexity, with various important societal appli-
cations, such as increasing accessibility for those
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with cognitive disabilities and also for patient ed-
ucation, non-native speakers, and children with
reading difficulties (Martin et al., 2020; Cao et al.,
2020). Various aspects of simplified outputs have
been addressed, including adapting to specific lev-
els (Nishihara et al., 2019), incorporating edit oper-
ations (Kumar et al., 2020; Mallinson et al., 2020),
enforcing lexical and syntactic constraints (Martin
et al., 2019), applying linguistically motivated syn-
tactic rules (Maddela et al., 2020), and integrating
complex span extraction and lay language gener-
ation (Chen et al., 2018; Kwon et al., 2022; Jiang
and Xu, 2024; Yao et al., 2023) into the simplifi-
cation process. In contrast to traditional text sim-
plification, which primarily focuses on controlling
the extent of paraphrasing, our approaches are de-
signed to produce succinct and informative output
for various tasks in both seen and unseen settings,
while maintaining different fine-grained levels of
desired readability.

Finally, our work follows the instruction tuning
technique (Zhang et al., 2023a) to help LLMs learn
to follow readability-controlled instructions. Tra-
ditional supervised fine-tuning (SFT) techniques
often struggle with fine-grained readability con-
trol, as they depend on manual annotation or syn-
thetic data generation for enriching readability data,
followed by model fine-tuning. This method re-
quires considerable financial and time resources,
with repeated tasks for each domain-specific appli-
cation. Alternatively, recent advances in instruc-
tion learning offer a more generalized approach,
as highlighted in several studies (Wei et al., 2021;
Wang et al., 2022; Honovich et al., 2022; Zhang
et al., 2023b; Tran et al., 2023). Instruction learn-
ing operates on the premise that the model already
possesses the necessary knowledge and skills to
perform the target task but requires instructional
data to learn how to follow the instructions effec-
tively. By using a FLAN-style Instruction Fine-
Tuning method (Wei et al., 2021), we gathered task-
specific instructions for ReadCtrl and conducted
fine-tuning. Our evaluations, both automatic and
human, on seen and unseen tasks, confirm ReadC-
trl’s effectiveness, simplifying the adaptation pro-
cess and broadening application scope with mini-
mal data needs.

6 Conclusion

The ReadCtrl approach enhances the adaptability of
LLMs by dynamically adjusting content complex-



ity to bridge the gap between writers and readers
with diverse expertise. By outperforming main-
stream models like GPT-4 in evaluations, Mistral-
ReadCtrl demonstrates its capability to generate
nuanced, high-quality outputs, highlighting its po-
tential in enabling personalized writing and reading
experiences.

7 Limitations

In this paper, we propose a new instruction-learning
approach to enhance the controllability of readabil-
ity levels. While this adjustment is not specific to
any particular language, we conducted all of our
experiments and analysis exclusively on English-
language summarization datasets. Additionally,
due to the resource limitation, our analysis was
limited to Text Simplification (ASSET and Wik-
iSmall datasets), Paraphrase Generation (PAWS
and MRPC datasets), and Semantic Entailment
Generation (SNLI and MultiNLI datasets), reflect-
ing their prevalent application in NLG studies. Con-
sequently, this paper does not extend to exploring
style variations in non-English and other relevant
tasks and datasets, such as some mentioned text-
to-text generation datasets in the tutorial at ACL
2024 (Dou et al., 2023). Thus, the scope of this
study is confined, and the results may not be uni-
versally applicable across different linguistic and
stylistic contexts. For readability evaluation, stud-
ies have shown that readability formulas may not
be ideal for medical text (Zheng and Yu, 2017)
because short texts (e.g., abbreviations and frag-
mented texts rather than complete sentences) are
common in EHR notes. In future work, we may ex-
plore machine-learning-based approaches (Zheng
et al., 2018) for readability in subdomains. Finally,
due to resource constraints, we were unable to have
actual grade 2, 5, 8, and 11 students provide pair-
wise preference feedback during our human eval-
uation. In the future, we plan to collect human
evaluation feedback from more appropriate target
groups to enhance the reliability of our results fur-
ther.

8 Ethics Statement

While Mistral-ReadCtrl has demonstrated a high
level of readability controllability on several NLG
datasets dataset, this does not imply their use as
general controllable interactive models (like some
chatbot systems). These models should be thor-
oughly evaluated before being used in different
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settings to ensure reliability.
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A Readability Metrics

Developed by Kincaid et al. (1975), the Flesch-
Kincaid Grade Level(FKGL) score is a metric
that assigns higher scores to texts that are easier to
read. It is calculated using the formula:

)

The Gunning Fog Index (GFI), proposed
by Gunning (1952), quantifies the level of formal
education required to comprehend a text upon first
reading. It is computed as:

where longWords are defined as words containing
more than seven characters. Higher values indicate
lower readability.

The Automated Readability Index (ARI), de-
veloped by Senter and Smith (1967), correlates to
the U.S. school grade level needed to understand
the text. It uses the formula:

)+05 (
totalWords

Developed by Coleman and Liau (1975), the
Coleman-Liau Index (CLI) focuses on characters
rather than syllables to assess text readability. The
formula for CLI is:

CLI = 0.0588L — 0.296S — 15.8

totalWords totalSyllables

FKGL — 206.835 — 1.015 (

totalSentences totalWords

totalWords + 100

totalSentences

longWords

GFI:OA(

totalWords

totalCharacters totalWords

ARI:4J1( )—2Lﬁ

totalSentences

where L is the average number of letters per 100
words, and S is the average number of sentences
per 100 words. This metric provides an estimate of
the grade level required to understand the text.

B More details about human evaluation

We provide additional details on our human eval-
uation setup. Human preference annotators are 5
students who have completed a bachelor’s degree or
above from an American university and are fluent
in English. We add some tasks with known an-
swers (i.e., cases where the most/least readable and
good/bad quality text should be clear), enabling us
to estimate the accuracy of annotators who work on
these. Annotators with low accuracy on tasks with
known answers are automatically removed from
our worker pool. Only the annotators who passed
these final tests were accepted to work on the hu-
man preference in this paper. We gave annotators
fair compensation (20$/hrs).



The tarantula, the trickster character, spun a black cord and, attaching it to the
ball, crawled away fast to the east, pulling on the cord with all his strength.

Pick the sentence that you think can be better understood by a grade 2.

The tarantula tricked others by
making a black cord. It attached
it to a ball and moved quickly
towards the east while pulling
the cord.

@ The tarantula spun a black cord. 2
He attached it to the ball. He
crawled away to the east. He
pulled on the cord with all his
strength.

History All Questions

The tarantula, the trickster character, spun a black cord and, attaching it to the ball,
crawled away fast to the east, pulling on the cord with all his strength.

The tarantula spun a black cord. He attached it to the ball. He crawled away to the east. He

pulled on the cord with all his strength.

Why did you choose the sentence you selected? (for grade 2)

Use very simple vocabulary and avoid 2
complex words

Employ short, straightforward
sentence structures

4 Focus only on essential details,
omitting unnecessary complexity

5 Use concrete examples instead of 6
abstract concepts

Others (optional, if any)

3 Break down information into clear
sequential steps

Avoid figurative language or idiomatic
expressions

Figure 4: Screenshot of the human evaluation.
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(4] 2 4 6 8
Readability Score of Output

12

Figure 5: Distribution of examples readability scores
from instruction tuning datasets

C More details about LLM evaluation

To reduce the heavy human evaluation and make
the evaluation easier to reproduce, we use a simi-
lar setting of our human preference evaluation for
Al evaluation. Comparison-based feedback eval-
uation assesses the accuracy of LLM in deciding
preferences between two responses. However, it
is widely acknowledged that current LLMs exhibit
significant positional bias (Lan et al., 2024; Wang
et al., 2023; Zheng et al., 2024; Zeng et al., 2023),
i.e., LLMs tend to prefer responses based on their
specific position in the prompt. We implement
a rigorous verification process to mitigate the ef-
fects of positional bias to evaluate the real capa-
bility. Specifically, given responses R, and R
to be compared, we obtain the comparison based
on two orders, noted as F{ = F.(R,, Ry) and
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sk (@9
Parameter Value
Computing Infrastructure 40GB NVIDIA A100 GPU
Optimizer Adam
Optimizer Params B =(0.9,0.999),¢ = 1078
Learning rate 3x107*
Learning Rate Decay Linear
Weight Decay 0
Warmup Steps 200
Batch size 128
Epoch 5

Table 3: Hyperparameter settings for Mistral 7B Read-
Ctrl.

Ff = F.(Rp, R,). The objective scores are com-
puted by:
| X
5= e DO ULIFE, FE)
i=1

where L(F¢, FY) is true if and only if FY # F and
F;, Iy align with ground-truth preference label. N
is the number of test samples. The prompts we used
for LLM-as-a-judge (claude-3-opus-20240229 and
gpt-3.5-turbo-0125) evaluation can be found in Ta-
ble 4.

D Hyper-parameter Settings

The experiments were executed using the version
4.37.1 of the transformers library released by Hug-
ging Face. In Table 3, we report the hyperparam-
eters used to train the models on our combined
dataset. We use the Adam optimizer and employ



a linearly decreasing learning rate schedule with
warm-up step is 200. In this section, we detail our
experimental setup, the datasets employed, and the
evaluation strategy adopted for assessing the per-
formance of our instruction-tuned LLMs in various
BioNLP tasks. Furthermore, all experiments were
conducted using two Nvidia A100 GPUs, each with
40 GB of memory. The CPU used was an Intel
Xeon Gold 6230 processor, and the system was
equipped with 192 GB of RAM.

E Experiments with GPT3.5, GPT4,
Claude-3

All of our experiments were conducted on the ver-
sion of GPT3.5, GPT4 and Claude 3 between 25
March 2023 and 13 April 2024 by using the Ope-
nAl’'s APL.10 We set temperature = 1, top_p=1,
frequency penalty = 0, and presence penalty = 0.

F ReadCtrl instruction following
evaluation setting

We have plotted Figures 1, 6, 7, 8, 9, 10, and 11 by
calculating the readability scores or reading levels
of the outputs generated in response to prompts
that request specific reading levels ranging from 1
to 12. These calculations were performed across
all test sets of the six datasets mentioned in the Ex-
periment section. Additionally, we calculated the
standard deviation of the readability scores across
these test sets to assess the consistency of the out-
put’s readability.

G Examples of output generated by
Mistral-ReadCtrl and GPT4 during
ReadCtrl instruction following
evaluation

Tables 4 present distinct levels of output generated
by the Mistral-ReadCtrl and GPT4 and their read-
ability scores given by Flesch-Kincaid Grade Level
(FKG), Gunning fog index (GFI), and Coleman-
Liau index (CLI) metrics.

We will delve into the observed discrepancies
between the Readability Gap and the performance
curves in our evaluation, as demonstrated by our
results for the PAWS and MultiNLI datasets. The
Readability Gap, calculated as the average differ-
ence between the actual readability score of the
output and the requested readability score across
all samples, shows intriguing variations in behavior
across different datasets.
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For the PAWS dataset, although the Readability
Gap appears almost perfect in Table 1, the corre-
sponding curve does not exhibit as favorable per-
formance. This anomaly can be attributed to the
output readability distribution of PAWS, which is
somewhat concentrated within a specific range (typ-
ically between 4-8). While this concentration al-
lows for excellent performance within this median
range, it leads to a less generalized performance
across the full spectrum of readability levels (from
1-12). Therefore, even a small Readability Gap
in numerical terms may not accurately reflect an
evenly distributed ability to target all requested
readability levels.

Conversely, the MultiNLI dataset exhibits a
larger Readability Gap in Table 1, yet the perfor-
mance curve approaches perfection. This suggests
that while the average gap is larger, the outputs are
more uniformly distributed across the entire range
of readability levels, allowing for closer adherence
to the target levels across a broader spectrum. This
indicates a more generalized and adaptable perfor-
mance despite the numerically larger gap.

This analysis underscores the importance of con-
sidering both the Readability Gap and the distri-
bution of output readability scores when assessing
model performance. A low Readability Gap might
suggest excellent average performance but could
conceal poor adaptability across a range of read-
ability levels. Conversely, a higher Readability Gap
might indicate a more uniform distribution of per-
formance across all levels, suggesting a different
kind of effectiveness.

Further investigation into these patterns for all
six datasets employed in our study reveals similar
trends.



Figure 6: ReadCtrl instruction following ability evalua-
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Figure 8: ReadCtrl instruction following ability evalua-
tion on PAWS
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Figure 7: ReadCtrl instruction following ability evalua-
tion on SNLI

Figure 9: ReadCtrl instruction following ability evalua-
tion on WikiSmall
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Figure 10: ReadCtrl instruction following ability evalu-
ation on MultiNLI
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Figure 11: ReadCtrl instruction following ability evalu-
ation on MRPC



H Prompts

Type

Prompt

Al Evalua-
tion

You are evaluating two systems, both of which are trying to convert inputs to specific readability

< requirements to produce output suitable for the user.

I will show you the input and output of the two systems on grade 2/5/8/11, respectively. Tell me which
< system’s output you prefer by specify system 1 or system 2 or tie if the quality is the same.

< Please explain the reason for your preference.
Input:
{input}
System 1 output:
grade 2:
{systeml_2}
grade 5:
{systeml_5}
grade 8:
{systeml_8}
grade 11:
{systeml_11}
System 2 output:
grade2:
{system2_2}
grade 5:
{system2_5}
grade 8:
{system2_8}
grade 11:
{system2_11}

Please use the following json format for your output:
’grade 2 preference’: xxxx,

"grade 2 preference reasons’: xxXxx,

"grade 5 preference’: xxxx,

"grade 5 preference reasons’: xXxx,

"grade 8 preference’: xxxx,

"grade 8 preference reasons’: xXxx,

'grade 11 preference’: xxxx,

'grade 11 preference reasons’: XXXX

Please only output your response following the required format,

< tell me your preference and reasons:

and do not output any other content. Now

Readability
Control
Generation
Prompt

Below is an instruction that describes a task. Write a response
### Instruction:

please output an entailment at a {grade}-reading level.

### Input:

{input}

### Response:

that appropriately completes the request.

All prompts used in our work.
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Document FKG GFI

CLI

The tarantula, the trickster character, spun a black cord and, attaching it 9.9 15.74
to the ball, crawled away fast to the east, pulling on the cord with all his
strength.

14.8

Requested level: second-grade reading level(Mistral ReadCtrl)

The tarantula spun a black cord. He attached it to the ball. He crawled 0.0 4.2
away to the east. He pulled on the cord with all his strength.

Requested level: second-grade reading level(GPT-4)

The tarantula tricked others by making a black cord. It attached it to a 4.6 6.6
ball and moved quickly towards the east while pulling the cord.

0.8

59

Requested level: fifth-grade reading level(Mistral ReadCtrl)

The tarantula, the trickster character, spun a black cord. He attached itto 2.6 6.7
the ball and crawled away fast to the east. He pulled on the cord with all

his strength.

Requested level: fifth-grade reading level(GPT-4)

The tarantula, who is known for playing tricks, made a black cord. He 4.4 7.33
attached it to the ball and quickly crawled east, pulling the cord as hard

as he could.

4.2

6.2

Requested level: eighth-grade reading level(Mistral ReadCtrl)

The tarantula, the trickster character, spun a black cord and attached itto 4.4 8.67
the ball. He crawled away fast to the east, pulling on the cord with all his

strength.

Requested level: eighth-grade reading level(GPT-4)

The tarantula, the sneaky character, made a black cord and tied it to the 4.2 8.08
ball. It quickly moved east, pulling the cord strongly.

7.1

6.2

Requested level: eleventh-grade reading level(Mistral ReadCtrl)

The tarantula, the trickster character, spun a black cord and attached itto  11.1  14.36
the ball before crawling away to the east, pulling on the cord with all his

strength.

Requested level: eleventh-grade reading level(GPT-4)

The character of the tarantula, known for trickery, spun a black cord. He 6.8 10.0
attached this cord to the ball and rapidly scuttled eastward, tugging at

the cord with maximum force.

14.8

9.0

Table 4: Examples of generated summaries for different readability levels measured using FKG, GFI and CLI

metrics.
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