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Abstract

Generative Al has simplified information ac-
cess by enabling natural language-driven in-
teractions between users and automated sys-
tems. In particular, Question Answering (QA)
has emerged as a key application of Al, facili-
tating efficient access to complex information
through dialogue systems and virtual assistants.
The Large Language Models (LLMs) combined
with Knowledge Graphs (KGs) have further
enhanced QA systems, allowing them to not
only correctly interpret natural language but
also retrieve precise answers from structured
data sources such as Wikidata and DBpedia.
However, enabling LLMs to generate machine-
readable SPARQL queries from natural lan-
guage questions (NLQs) remains challenging,
particularly for complex questions.

In this study, we present experiments in fine-
tuning LL.Ms for the task of NLQ-to-SPARQL
transformation. We rely on benchmark datasets
for training and testing the fine-tuned models,
generating queries directly from questions writ-
ten in English (without further processing of
the input or output). By conducting an ana-
Iytical study, we examine the effectiveness of
each model, as well as the limitations associ-
ated with using fine-tuned LLMs to generate
SPARQL.

1 Introduction

In recent years, the interaction between users and
automated systems across various domains has be-
come the center of Artificial Intelligence (Al) re-
search. One of the main challenges in this inter-
action is translating human-written questions into
machine-readable formats. This is specifically true
for knowledge graphs represented in RDF format.
Those contain vast amounts of information on a
wide variety of topics, but would generally require
a user to write a query in the SPARQL language
to use them to answer specific questions. Such
queries provide accurate answers from reliable and
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structured data sources. However, they are accessi-
ble only to people with SPARQL knowledge and
the time to formulate such queries. This is a sig-
nificant barrier to the accessibility of information
embedded in KGs.

This study explores how LLMs, when fine-tuned,
can generate accurate SPARQL queries from NLQ,
allowing direct human-friendly interaction with
KGs such as DBpedia! and Wikidata?, thus giv-
ing access to complicated systems to a wider range
of people, including non-specialists. By investi-
gating a range of LLLMs, we aim to identify the
conditions under which these models produce ac-
curate SPARQL queries, while highlighting their
limitations. These limitations include syntactic er-
rors in generated queries, hallucinated identifiers,
etc. Our objective is to better understand the ca-
pabilities of different LLMs in this task, and to
identify potential areas of improvement for future
research.

The remainder of this paper is organized as fol-
lows. In Section 2, we present related works on
QA and LLM development. Then, in Section 3,
we present our analytic study and the fine-tuning
process of various Meta’s LLaMA models to get
a new model specialized on transforming NLQ
to SPARQL queries, called Llama-KGQA (Llama
based model for Knowledge Graph Question An-
swering). Section 4 presents our results, comparing
the fine-tuned models with each other, as well as
with other existing QA systems. Finally, Section 5
summarizes our findings and outlines future per-
spectives to enhance Llama-KGQA’s capabilities.

2 Related Works

Question-answering is a branch of Natural Lan-
guage Processing (NLP) that aims to automatically
respond to user questions asked in natural language.

"https://www.dbpedia.org/
2https://www.wikidata.org/
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The goal of QA systems is to provide precise and
contextually relevant answers to a wide range of
questions by accessing various data sources, such
as unstructured text (see, for example, (Nassiri
and Akhloufi, 2023)), structured databases (see,
for example, (Khanam and Subbareddy, 2017)), or
knowledge graphs (see, for example, (Pramanik
et al., 2024)). QA systems have become central to
many applications, including search engines, intel-
ligent virtual assistants (e.g. Siri, Alexa, etc.), and
customer support chatbots.

QA systems are typically classified according
to the type of data on which they rely to an-
swer questions: text-based QA systems (TBQA)
and knowledge-based QA systems (KBQA). The
TBQA systems extract answers from large col-
lections of unstructured or semi-structured text,
such as documents, web pages, or research papers.
They involve tasks such as document retrieval and
answer extraction, relying heavily on NLP tech-
niques such as information retrieval (see, for ex-
ample, (Arbaaeen and Shah, 2020; Abbasiantaeb
and Momtazi, 2021; Otegi et al., 2022), text clas-
sification (see, for example, (Fields et al., 2024)),
and semantic matching (see, for example, (Zhang
et al., 2019)). KBQA systems utilize structured
data sources, such as knowledge bases or knowl-
edge graphs, where information is stored in a highly
organized manner (such as RDF data). These sys-
tems interpret user queries given as NLQ and trans-
late them into formal queries (e.g. SPARQL for
RDF-based knowledge graphs) that can directly
retrieve factual answers from the knowledge base.

In this paper, we focus specifically on KBQA
systems that rely on knowledge graphs. Those
systems are discussed later in this section.

Large Language Models (LLMs) have signifi-
cantly advanced the field of QA by enhancing the
ability of Al assistance and chatbots to comprehend
and generate natural language responses. LLMs
such as GPT (Achiam et al., 2023), BERT (Devlin
et al., 2019), Mixtral (Jiang et al., 2024), and Meta-
Llama Models (Al@Meta, 2024) are pre-trained on
massive datasets that include diverse text sources
such as books, web pages, and scientific articles.
This extensive pre-training enables LLMs to in-
ternalize vast amounts of general knowledge and
linguistic structures, allowing them to respond to
open-domain questions across various fields with
minimal task-specific training. Unlike traditional
QA systems that rely on explicit query-to-answer
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mappings or structured knowledge bases, LLMs
can generate nuanced, context-aware responses by
leveraging their pre-trained language understand-
ing models.

However, LLMs also face challenges, such as
actual generated errors or “hallucination” (Min
et al., 2023), where the models generate plausible
but incorrect answers due to their reliance on
learned patterns rather than factual verification.
Despite these challenges, LLM-based QA systems
are at the forefront of NLP, offering robust
capabilities for applications in virtual assistants,
search engines, and more.

Among the research questions that have arisen
in recent years is the possibility for LLMs to
efficiently generate machine-readable queries
from questions written in natural language to
interrogate information sources. For knowledge
graphs, this involves transforming a question posed
(for example) in English into a valid SPARQL
queries to a specified KG (Khorashadizadeh et al.,
2024). This could significantly improve linking
human language with machine-readable data
stores, such as KGs. This capability is crucial
because KGs, such as DBpedia and Wikidata, store
vast amounts of structured information that can be
accessed through SPARQL queries. By enabling
LLMs to automatically convert user questions into
SPARQL, QA systems can provide accurate and
rich responses by tapping directly into these vast
repositories. Furthermore, automating this process
would reduce the need for defining the query
manually, which will improve the accessibility to
complex data for non-expert users.

This line of research contributes to the devel-
opment of Knowledge Graph Question Answer-
ing (KGQA) systems, which utilize KG to retrieve
answers from structured data repositories. To as-
sess the performance of these systems, a KGQA
leaderboard has been established, as presented by
the authors in (Perevalov et al., 2022c¢), which
allows the evaluation of KGQA systems using
benchmark datasets. In this context, several bench-
marking frameworks have been proposed, such as
GERBIL QA (Usbeck et al., 2019), which is de-
signed to evaluate KGQA systems in a compre-
hensive way. Among the widely used datasets for
KGQA system evaluation, the Question Answer-
ing over Linked Data (QALD) dataset series is
considered a standard. In particular, the QALD



challenge® was launched to compare KGQA sys-
tems on various benchmarks, including QALD-9-
plus (Perevalov et al., 2022b) and QALD-10 (Us-
beck et al., 2023). Furthermore, detailed evalua-
tions tracking the progress of KGQA systems are
available through the QALD leaderboard®, provid-
ing valuable insights into the evolution of these
systems.

3 The analytic study

In this analytic study, we fine-tuned several LLMs,
all based on the Llama architecture, including
Llama-3-8b°, Llama-2-7b%, Llama-3-70b’, and
Mixtral-8x7b8, to evaluate their performance in
generating SPARQL queries from NLQ and com-
pare the results with existing similar systems re-
ported in the KGQA leaderboard” and in (Perevalov
et al., 2022b). The reason to choose Llama-based
LLMs is both their availability, so they could be
downloaded and fine-tuned locally, and their rela-
tive high performance in NLP related tasks.

The models were trained and tested against two
KGs, DBpedia and Wikidata, providing a compre-
hensive comparison of their capabilities. The latest
KGQA benchmark datasets for these KGs are pro-
vided in QALD-9-plus'? and QALD-10'! respec-
tively.

The proposed method fine-tunes an LLLM such
as Meta-Llama and Mistral AI-Mixtral to transform
NLQ into SPARQL queries. The objective is to
create a robust NLQ-to-SPARQL transformation
system capable of querying complex KGs accu-
rately with minimal human input.

Since we, at this stage, only focus on questions
in English, the first step involves filtering training
datasets that pair NLQs with their corresponding
SPARQL queries, retaining only English-language
entries. These datasets, including benchmarks like

3https://www.nliwod.org/challenge

4https://github.com/KGQA/1eaderboard?tab=
readme-ov-file

5https://huggingface.co/meta—llama/
Meta-Llama-3-8B-Instruct

®https://huggingface.co/togethercomputer/
Llama-2-7B-32K-Instruct

"https://huggingface.co/meta-1lama/
Meta-Llama-3-70B-Instruct

8https://huggingface.co/mistralai/
Mixtral-8x7B-Instruct-vo.1

9https://github.com/KGQA/leaderboard?tab=
readme-ov-file

Ohttps://github. com/KGQA/QALD_9_plus/tree/
main/data

Mhttps://github.com/KGQA/QALD-10

QALD-9-plus and QALD-10, offer rich annota-
tions for NLQ-to-SPARQL transformations.

Since these LLMs are pre-trained on general
language modeling tasks, the next step involves
fine-tuning them on the filtered NLQ-SPARQL
dataset. The fine-tuning follows a sequence-to-
sequence learning paradigm, where the model takes
a natural language question as input and generates
the corresponding SPARQL query as output. The
model learns to align the structure of the NLQ
with the syntax of SPARQL queries. To enhance
the efficiency of the fine-tuning process, we used
the Parameter-Efficient Fine-Tuning!? (PEFT) li-
brary, along with the LoRA technique (Hu et al.,
2021), which adapts pre-trained models by fine-
tuning only an additional subset of parameters (the
adapters). In this LoRA configuration, we have
set the lower-rank matrices of the adapter at 16
to save memory and reduce computational cost by
training fewer parameters. We also have set the
scaling factor for the low-rank matrices at 32 to
scale up the impact of adapters to help the model
learn the task-specific adjustments more effectively.
In order to prevent overfitting, the dropout prob-
ability for LoRA layers is set at 0.05. We have
also specified the task of the model fine-tuning as
“causal language modeling”, so the model is trained
to predict the next word in a sequence. In this
configuration, LoRA is enabled only to adapt at-
tention mechanisms (“k_proj”, “q_proj”, “v_proj”,
and “o_proj”’) and feed-forward layers (“up_proj”
and “down_proj”). By selectively adapting only
these modules, we focus on the parts of the model
most relevant to language generation while preserv-
ing computational efficiency. In this configuration,
no additional bias terms are learned in the adapters,
i.e. the bias is set at “none”. This simplifies the
structure of the model.

This approach reduces memory consumption
and accelerates the fine-tuning process without
compromising on model performance.

Once trained, the model performance is validated
on a testing set of NLQ-SPARQL pairs. During
the testing phase, an execution correctness cycle
is applied over 10 attempts, i.e. if a generated
SPARQL query contains syntactic errors, the same
NLAQ is re-processed to generate a different query,
thereby improving the chances of generating a valid

query.

12https://huggingface.co/docs/peft/main/en/
index


https://www.nliwod.org/challenge
https://github.com/KGQA/leaderboard?tab=readme-ov-file
https://github.com/KGQA/leaderboard?tab=readme-ov-file
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/togethercomputer/Llama-2-7B-32K-Instruct
https://huggingface.co/togethercomputer/Llama-2-7B-32K-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
https://github.com/KGQA/leaderboard?tab=readme-ov-file
https://github.com/KGQA/leaderboard?tab=readme-ov-file
https://github.com/KGQA/QALD_9_plus/tree/main/data
https://github.com/KGQA/QALD_9_plus/tree/main/data
https://github.com/KGQA/QALD-10
https://huggingface.co/docs/peft/main/en/index
https://huggingface.co/docs/peft/main/en/index

4 Experiment

All codes were written in Python using the Hug-
gingface Transformer library'3. The models were
trained and tested on two NVIDIA RTX A6000
GPUs with 48 GB GDDR6 memory. During the
fine-tuning and the testing phases, we used DB-
pedia and Wikidata QALD datasets, which both
include a training set and a testing set. DBpedia
benchmark version is provided in QALD-9-plus
as a set of question-query pairs. The question is
formulated in many languages, including English
that we have used, and the query is the SPARQL
translation of the question. QALD-9-plus DBpedia
training set contains 408 question-query pairs, and
its testing set contains 150 pairs. Wikidata is pro-
vided in QALD-10 with a training set that contains
412 pairs and a testing set that contains 395 pairs.

The experimental results, including detailed out-
puts for various models tested on QALD-9-plus
and QALD-10 datasets, are available in the LLlama-
KGQA GitHub repository'4.

Comparison between LLMs

In this comparison, we evaluate the performance of
four LLMs: Llama-3-8b, Llama-2-7b, Mixtral-7b,
and Llama-3-70b on the latest DBpedia benchmark
version provided in the QALD-9-plus dataset; this
benchmark is designed for question-answering over
DBpedia KG. We used GERBIL QA metrics' to
evaluate the accuracy of the models. In this evalu-
ation, we used the micro as well as the macro ver-
sion of precision (Equation 1), recall (Equation 2),
and F-measure (Equation 3), in addition of QALD-
specific Macro F1 metric. In all of those metrics,
the items considered are the individual responses
to SPARQL queries. In other words, the best re-
sult is obtained when the generated query gives
exactly the same set of answers as the one in the
gold standard.

P . . _ TP (1)
recision = o
TP
“TPLFN 2
Recall TP L FN @)
P . . ll
Fl-measure — 2 . - cctston x Reca 3

Precision + Recall

13https://huggingface.co/docs/transformers/

14https://github.com/ThamerMECHARNIA/
Llama-KGQA.

15https://github.com/dice—group/gerbil/wiki/
Precision, -Recall-and-F1-measure
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For micro measures, they are calculated based
on the overall counts of true positives (TP), false
negatives (FN), and false positives (FP) across all
queries, without considering the individual predic-
tions for each query. However, the macro measures
are calculated for each query, and returns the aver-
age.

The additional Macro F1 QALD metric, which
is usually used to compare the models in QALD
challenge, is calculated differently. The Macro F1
QALD metric builds upon Equation 3, incorporat-
ing additional semantic information as described
in (Usbeck et al., 2019); if the golden answer is not
empty but the generated query retrieves an empty
answer, it is assumed that the model cannot gener-
ate a correct query. So, the precision of this query
is set to 1 and its recall and F-measure are set to 0.

We fine-tuned each model with different epoch
settings: 2, 4, 6, 8, and 10. During the testing phase,
we made 5 runs per epoch upon the same testing
set, i.e. we asked the model to generate SPARQL
queries from the same NLQs in the testing set 5
times. Therefore, we performed 25 runs and used
the GERBIL QA tool'® version 0.2.5 to evaluate
the results of each run and calculate the average
Macro F1 QALD of the 5 runs per epoch. Table 1
shows that Llama-3-8b with 6 epochs achieves the
highest Macro F1 score, demonstrating superior
performance in generating SPARQL queries for
DBpedia KG. In most other epoch settings (4, 8,
and 10), Llama-3-70b has obtained slightly better
results than Llama-3-8b. Although this can sim-
ply be attributed to Llama-3-70b being a larger
model, which enables better handling of intricate
language structures and knowledge graph queries,
the differences in performance between the two
remain small. Llama-2-7b and Mixtral-7b show
competitive performance, although with slightly
lower Macro F1 scores than Llama-3-8b, indicating
an effective yet more limited capacity for precision
and recall in this task. This comparison highlights
the trade-off between model size and performance,
particularly in knowledge-intensive tasks such as
KGQA. As a result, we chose Llama-3-8b with 6
epochs as the base model to fine-tune for Llama-
KGOQA.

Table 2 shows the detailed results obtained by the
representative run (the run with the closest Macro
F1 QALD to the average Macro F1 QALD) of the
Llama-KGQA model that obtained the best results

Yhttps://gerbil-ga.aksw.org/gerbil/
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Epoch Llama-3-8b Llama-2-7b

Mixtral-7b Llama-3-70b

2 52.89%
4 56.34%
Average Macro F1 QALD 6 60.65 %
8 57.64%
10 57.79%

49.78% 50.64% 52.57%
55.66% 54.73% 57.75%
57.19% 54.88% 58.78%
55.95% 55.64% 59.86 %
58.03% 57.78% 58.38%

Table 1: Average Macro F1 QALD of Llama-3-8b, Llama-2-7b, Mixtral-7b, and Llama-3-70b on QALD-9-plus

DBpedia dataset.

(fine-tuned Llama-3-8b with 6 epochs), as trained
and tested on the DBpedia KG. These results are
published in GERBIL QA!7.

The experiments indicated that, on average, the
model generated SPARQL queries with syntactic
errors for approximately 3 questions in this run
(the one shown in Table 2) out of 150 questions
asked. This represents a 2% error rate. How-
ever, prompting the model with the same question
again led to successful error correction, yielding
a valid SPARQL query within just one additional
attempt. This suggests that such errors are rare
cases where the model randomly failed to generate
a valid SPARQL query, since additional attempts
consistently led to correct queries. This iterative
querying approach therefore offers a practical solu-
tion to improving the accuracy of the LLM-based
NLQ-to-SPARQL models.

Comparison with other QA models

We have also compared our results to existing
KGQA systems using DBpedia and Wikidata as
KG. The results of these models are performed us-
ing QALD-9-plus dataset benchmarks for DBpedia
and QALD-10 for Wikidata. All results are re-
ported in the QALD leaderboard. The training and
the testing sets are both using English questions
only for all systems.

Table 3 compares the results obtained by Llama-
KGQA, with QAnswer (Diefenbach et al., 2020),
DeepPavlov (Burtsev et al., 2018), and Platy-
pus (Pellissier Tanon et al., 2018) using the QALD-
9-plus DBpedia dataset. The results of these mod-
els are reported in (Perevalov et al., 2022a). We
notice that our fine-tuned Llama-3-8b significantly
outperforms the top systems of the leaderboard, ob-
taining 60.68% vs 30.39% of QAnswer. This is
a surprising result considering the relatively low
effort required to fine-tune Llama3-8b to achieve it.
However, this is probably explained by the fact that

17https ://gerbil-ga.aksw.org/gerbil/experiment?
1d=202410290002
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DBpedia is a well-known resource derived from
Wikipedia and using human-readable identifiers. In
other words, Llama3-8b likely already had a strong
ability to relate to the content of DBpedia from
its pre-training, on which the fine-tuning process
could rely.

Table 4 compares Llama-KGQA that is fine-
tuned this time with QALD-10'8, with the results
reported in (Usbeck et al., 2023) that were obtained
by (Borroto et al., 2022), QAnswer (Shivashankar
et al., 2022), (Baramiia et al., 2022), Gavrilev et
al.'. This comparison uses the Wikidata dataset
in QALD-10. This table shows that Llama-KGQA
struggled with Wikidata and only obtained 13.36%
Macro F1 QALD. This low performance refers
to Wikidata queries in the dataset that use entity
identifiers instead of named entities (property and
individual names). In other words, our model not
having access to or a way to actually query the KG,
it could not accurately generate SPARQL queries
with valid identifiers in DBpedia. In fact, it would
often hallucinate them.

Runtime analysis

This study aims to assess not only accuracy but
also the trade-offs in computational efficiency and
scalability. To evaluate the efficiency of model
fine-tuning, we tracked the training process with
Weights & Biases? in order to generate the run
history and summary. The performance metrics of
the model are shown in Figures 1, 2, and 3.
Figure 1 shows the training loss graph of the
model with the run that fine-tunes Llama-KGQA.
Since the model is configured for causal language
model task, it is fine-tuned with the cross-entropy
loss function. The X-axis of this graph represents
the training steps, each step on this axis reflects a
single update to the model parameters during train-

Bhttps://gerbil-qa.aksw.org/gerbil/experiment?
1d=202410290003

YTheir findings are reported in (Usbeck et al., 2023)

Phttps://wandb.ai/site
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Micro Micro Micro Macro Macro Macro Macro
F1 Precision Recall F1 Precision Recall F1 QALD
Llama-KGQA 1897% 20.00% 18.04% 4534% 45.82% 46.93%  60.68%
Table 2: Detailed GERBIL QA results for Llama-KGQA.
Model / System Year Macro Precision Macro Recall Macro F1 QALD
Llama-KGQA 2024 45.82% 46.93 % 60.68 %
QAnswer 2022 - - 30.39%
DeepPavlov 2022 - - 12.40%
Platypus 2022 - - 15.03%

Table 3: Comparison between Llama-KGQA and QAnswer, DeepPavlov, and Platypus using QALD-9-plus

DBpedia benchmarking dataset.

train/loss

QALD-9-plus_DBpedia

> Arain/global_steps

200 400 600 800 1k 1.2k

Figure 1: The training loss of Llama-KGQA on QALD-
9-plus and QALD-10.

ing, so as the number of steps increases, the model
iteratively learns from the training data. The Loss
is used in this graph to measure the performance of
the model at each step of the training process, i.e. it
quantifies the difference between the model’s pre-
dictions and the actual target values in the training
dataset. This graph contains 2 curves for training
the model on QALD-9-plus and QALD-10. We
notice that in both cases, both curves show a con-
sistent downward trend in losses, suggesting that
the model is learning effectively.

Figure 2 shows the evaluation loss (test loss)
graph of the same model as Figure 1 (Llama-
KGQA) to evaluate it. The evaluation loss is cal-
culated on a separate validation dataset (the testing
set) in order to indicate how well the model gen-
eralizes to new inputs and to help in monitoring
overfitting. We notice in the QALD-10 curve that
the loss starts to increase while the training loss in
Figure 1 continues to decrease, which means that
the model struggles to generate good predictions
for the testing data. This overfitting is explained
by the fact that the model cannot find the correct
entity identifiers from Wikidata because it has no
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eval/loss

QALD-9-plus_DBpedia

——Train/global_step

400 600 800

Figure 2: The evaluation loss of Llama-KGQA on
QALD-9-plus and QALD-10.

context that incorporates the KG.

The curves of QALD-9-plus in both graphs
(training loss and evaluation loss) have a smaller
loss than the curves of QALD-10, and the mar-
gin becomes bigger in the evaluation loss, which
refers to better performance in both training and
-especially- testing. This is explained by the model
struggling with Wikidata identifiers used in the
queries in the training set and the testing set.

Figure 3 shows the utilization of the GPU pro-
cess and its allocated memory graphs during model
fine-tuning. We notice that the memory allocation
and the GPU utilization were higher when fine-
tuning the model using QALD-9-plus compared
to QALD-10. It also takes longer for the model
to train with QALD-9-plus (1171s) compared to
QALD-10 (1005s).

Limitations of the Approach

While our approach demonstrates promising re-
sults in generating SPARQL queries from NLQ,
two main limitations warrant discussion. The first
limitation is that the performance of our fine-tuned
model, Llama-KGQA, is notably lower for Wiki-
data KG, where content is not transparent due to



Model / System Year Macro Precision Macro Recall Macro F1 QALD

(Borroto et al., 2022) 2022 45.38% 45.74% 59.47 %
QAnswer 2022 50.68 % 52.38% 57.76%
(Shivashankar et al., 2022) 2022 32.06% 33.12% 49.09%
(Baramiia et al., 2022) 2022 42.89% 42.72% 42.81%
Gavrilev et al. 2022 14.21% 14.00% 19.48%
Llama-KGQA 2024 7.46% 7.43% 13.36%

Table 4: Comparison between Llama-KGQA and (Borroto et al., 2022), QAnswer, (Shivashankar et al., 2022),
(Baramiia et al., 2022), Gavrilev et al. using QALD-10 Wikidata benchmarking dataset.

Process GPU Utilization (%) GPU Memory Allocated (%)

QALD-9-plus_DBpedia Process GPU 0 Utilization (%) == QALD-9-plus_DBpedia Process GPU 1 Utilization (%) ¥ QALD-9-plus_DBpedia GPU 0 Memory Allocated (%) == QALD-9-plus_DBpedia GPU 1 Memory Allocated (%) ¥
100 100

80 80
60 60
40 ) : 40
20 ‘ / 4 4 20

Time Time
0 0

200 400 600 800 1k 200 400 600 800 1k

Figure 3: A: GPU process utilization during Llama-KGQA fine-tuning. B: GPU process allocated memory during
Llama-KGQA fine-tuning.

the use of non-human-readable identifiers. This  for properties or individuals, leading to inaccurate
limitation underscores the difficulty of interpreting  or invalid results. This issue arises because the
the KG data that was not explicitly available dur-  model has no access to the target KG, and therefore
ing training. For example, to generate a SPARQL  may not correctly represent the mappings between
query for the following question in the QALD-10  natural language expressions and the corresponding
testing set: “After whom is the Riemannian ge- KG entities. For example, to answer the following
ometry named?”, Llama-KGQA has generated the =~ question in the QALD-9-plus testing set: “What is
following SPARQL query: the profession of Frank Herbert?”, Llama-KGQA

SELECT DISTINCT?uri WHERE { has generated the following SPARQL query:

<http://www.wikidata.org/ PREFIX dbo: <http://dbpedia.org/
entity/Q160544> <http:// ontology/>
www.wikidata.org/prop/ PREFIX res: <http://dbpedia.org/
direct/P31>?uri. resource/>
} SELECT DISTINCT?uri WHERE {

res:Frank_Herbert dbo:
While the golden query is: . .
profession?uri

< : wiki . . .
PREFIX wd http://www.wikidata While the golden query is:

org/entity/>

PREFIX wdt: <http://www.wikidata. PREFIX dbpedia2: <http://dbpedia.
org/prop/direct/> org/property/>

SELECT DISTINCT ?result WHERE { PREFIX res: <http://dbpedia.org/
wd: Q761383 wdt:P138 ?result. resource/>

} SELECT DISTINCT ?string WHERE {

res:Frank_Herbert dbpedia2:

This example highlights the issue of the model occupation ?string

using incorrect identifiers.
Another limitation is that the model occasionally

generates SPARQL queries that use incorrect URIs This example demonstrates the model’s difficulty
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in identifying the correct property name used in this
KG.

Such limitations highlight the need for improved
mechanisms to ensure the correct association be-
tween natural language input and the appropriate
identifiers or URISs in the target knowledge graph.

5 Conclusion

This study conducted an analysis that compared
several Llama-based LL.Ms for their ability to gen-
erate SPARQL queries from NLQ. Our results
reveal that Llama-KGQA, the fine-tuned version
of Llama-3-8b, has obtained a higher accuracy
than larger models like Llama-3-70b, while re-
maining efficient and scalable for real-world ap-
plications. The fine-tuning process using QALD
question-answering datasets has shown potential
in enhancing the overall effectiveness and adapt-
ability of our new QA model, Llama-KGQA, mark-
ing a significant step forward in the application
of LLMs within knowledge-driven Al. However,
we also showed that for a KG (namely wikidata)
which content would not have been transparent to
the LLM from its pretraining, especially due to
non-human-readable identifiers, the performance
Llama-KGQA is dramatically lower.

Future work should therefore further explore in-
corporating the KG context into LLLM fine-tuning,
which could improve the model’s ability to interpret
and generate more accurate queries. This perspec-
tive will target the challenges of using fine-tuned
LLMs in efficient QA systems powered by knowl-
edge graphs, in particular by enabling the LLM
to make use of information about relevant content
in the knowledge graph during generation of the
SPARQL query.
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