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Abstract

Machine-written texts are gradually becoming
indistinguishable from human-generated texts,
leading to the need to use sophisticated meth-
ods to detect them. Team CIC-NLP presents
work in the Gen-Al Content Detection Task
1 at COLING 2025 Workshop: the focus of
our work is on Subtask B of Task 1, which is
the classification of text written by machines
and human authors, with particular attention
paid to identifying multilingual binary classifi-
cation problem. Usng mBERT, we addressed
the binary classification task using the dataset
provided by the GenAl Detection Task team.
mBERT acchieved a macro-average F1-score
of 0.72 as well as an accuracy score of 0.73.

1 Introduction

Several researchers have worked on various binary
classification tasks using ML models and LLMs
in NLP, focusing on different areas such as hate
speech detection (Zamir et al., 2024a; Ahani et al.,
2024; Tonja et al., 2022; Ojo et al., 2022), sen-
timent analysis (Zhang et al., 2023; Hadi et al.,
2024), fake news detection (Zamir et al., 2024b;
Kanta and Sidorov, 2023), and hope speech iden-
tification (Tash et al., 2024a). These efforts aim
to discern the nuanced aspects of human commu-
nication. Some of these classification tasks have
been conducted on non-English and multilingual
texts (Kanta and Sidorov, 2023; Ojo et al., 2023;
Kolesnikova et al., 2024).

With the advancements in Large Language Mod-
els (LLMs), machine-generated content across var-
ious platforms, including news outlets, social me-
dia, educational, and academic publications (He
et al., 2023) has reached an outstanding quality. Re-
cent models like ChatGPT, GPT-4 (OpenAl, 2023),
LLaMA 2 (Touvron et al., 2023), and Jais (Sen-
gupta et al., 2023) generated remarkable coherence
in responding to diverse user queries. This rapid

advancement has raised concerns about the poten-
tial misuse of machine-generated text in different
fields such as journalism, education, and academia
(Uchendu et al., 2023; Crothers et al., 2023b),
in addition to the influence on operations (Gold-
stein et al., 2023), disinformation (Buchanan et al.,
2021), spam, or unethical authorship (Crothers
et al., 2023a). Moreover, it poses challenges to
maintain information integrity and ensure the ac-
curacy of shared information. Consequently, the
ability to effectively distinguish between human-
generated and machine-generated content has be-
come crucial for detecting possible instances of
misuse (Jawahar et al., 2020; Stiff and Johans-
son, 2022; Macko et al., 2023). While signifi-
cant progress has been made in detecting machine-
generated text in English, we still need to improve
it in multilingual settings.

In response to this gap, COLING Workshop orga-
nizers launched Gen-Al Content Detection Task 1:
This shared Gen-Al Content Detection Task 1 intro-
duces a new Binary Multilingual MGT Detection
challenge to accelerate research in this area and
improve cross-lingual detection capabilities (Wang
et al., 2025) (Chowdhury et al., 2025) (Dugan et al.,
2025). Being a shared task, it brings together
researchers and practitioners interested in detect-
ing machine-generated content reliably in many
languages, reflecting the collaborative spirit and
multidisciplinary innovation of shared tasks. At
the broader level, the Gen-AI Content Detection
Task 1 also highlights the importance of machine-
generated text (MGT) detection. Also, it addresses
the problem of keeping content authentic, fighting
misinformation, and driving ethical use cases of Al
in the multilingual realm. As CIC-NLP team, we
used mBERT to detect and classify MGT as dis-
tinguished from human-generated text (HWT), the
method used and results obtained are extensively
highlighted in other sections of this report.
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2 Literature Review

Over the last few years there has been a great focus
in the use of language models which in turn has
created the need for keen classification of authentic
and fake texts; this was historically stated mostly
as a binary problem. The GenAl Detection Task 1
includes distinguishing between text written by a
human and text written by a computer. There are
two key approaches that have been broadly applied
to text classification : classification with super-
vised methods (Kolesnikova and Gelbukh, 2019;
Gelbukh and Kolesnikova, 2010; Kolesnikova and
Gelbukh, 2010; Adebanji et al., 2022; Ojo et al.,
2020; Gutiérrez-Hinojosa et al., 2023) and unsu-
pervised (zero-shot) methods (Ojo et al., 2024a,b;
Calvo and Gelbukh, 2004). Supervised methods
normally do better in terms of accuracy but are
more likely to overfit, particularly when new lan-
guage structures are used (Su et al., 2023). On the
other hand, unsupervised methods offer flexibility
due to the absence of label information, however,
they might call for impractical white-box access to
the generating model.

Huge advancements in LLMs are currently
driven by various platforms such as ChatGPT pow-
ered by GPT-3.5, GPT-4 (OpenAl, 2023), OPT
(Zhang et al., 2022), LLaMA (Touvron et al., 2023),
PalLM (Chowdhery et al., 2023), LaMDA (y Arcas,
2022), and BLOOM, and emergent models like Vi-
cuna (Zheng et al., 2023) and Alpaca (Taori et al.,
2023). These models containing millions to billions
of parameters are trained on huge amounts of data,
have shown extraordinary results across multiple
fields including finance, customer support, and the
educational sector. Some of their most impressive
features include their ability to write text that ref-
erences human-generated text so closely that most
people will initially find it hard to distinguish be-
tween the two. Also, it is possible to note that their
multilingual skills enable them to generate clear
and high-quality text in more than fifty languages
(Workshop et al., 2022), thus making them more
and more appropriate in the global business envi-
ronment, but at the same time posing even higher
problems to MGT detection.

To the best of our knowledge, several bench-
marks have been proposed to assess multilingual
MGT detection models in different languages
(Wang et al., 2024). For example, the Human Chat-
GPT Comparison Corpus (HC3) (Guo et al., 2023)
compares ChatGPT-generated text and human-

written text, with authentications of English and
Chinese languages using logistic regression models
and RoBERTa-based classifiers built from features
of Giant Language Model Test Room (GLTR). Oth-
ers have replicated such approaches by testing other
detectors including ROBERTa, XLLM-R (Conneau,
2019), logistic regression based on features from
NELA and other stylometric classifiers (Li et al.,
2014; Horne et al., 2019). MULTITuDE has also
been introduced by researchers within the news do-
main for 11 languages that offers a strong test bed
for multilingual detection baselines (Macko et al.,
2023). To detect MGT, researchers released bench-
mark environment (Uchendu et al., 2021) (Jawahar
et al., 2020) to compare machine-generated text
detection across multiple languages using mono-
lingual and multilingual BERT models, which is
consistent. As a result of comparison, it was found
that multilingual-specific models tend to perform
better than others. (Ruder et al., 2021) discussed
challenges in multilingual NLP tasks and strategies
for model adaptation across languages. While their
work on sentiment analysis is almost exclusively
concerned with model adaptation, their observa-
tions about the problem of improving machine-
generated sentences are relevant for our work. Also,
according to current literature, transformer mod-
els, such as LoORA-RoBERTa and XLM-RoBERTa,
are found to be more accurate compared to clas-
sical machine learning techniques in multilingual
MGT detection tasks, see for example (Xiong et al.,
2024).

To summarize, researchers have been able to re-
fine their methods of distinguishing human writ-
ing from computer scripts by integrating statistical
analysis with other language models. The further
development of these approaches proves that there
are still challenges to differentiating between the
advanced results produced by LLMs and works
created by humans. Prior work has mainly con-
sidered the classification of synthetic text in few
languages, certain LLMs, or certain domains like
news (Zellers et al., 2019). Our work extends this
scope to multiple languages and include a range of
diverse and popular LLMs across different domains.
To sum up, the previous methods and works pro-
vided useful information regarding the efficiency
of various approaches to identifying Al vs. human
written text, but more works required.
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3 Methodology

We deployed multiple NLP techniques for data
preprocessing, detection, and sorting to assess the
performance of our approach to the Binary Mul-
tilingual Machine-Generated Text Detection task
in the context of transformer-based models. Next,
we loaded and preprocessed a broad multilingual
dataset to normalize input formats and then applied
language detection to guarantee certain types of
processing on specific languages. We tokenized
text into language-appropriate segments, translated
text between language pairs, and sorted operations
adjusted to that language’s unique characteristics
in this Gen-Al Content Detection Task 1. Using the
mBert language model, which we pretrained and
fine-tuned on the provided training datasets, we en-
hanced the model output by carefully approaching
various linguistic constructs. Focusing on efficient
management of code-mixed and pure multilingual
data, our methodology determined the tokenization
method by polyglot such that each input is associ-
ated with a particular language.

3.1 Dataset Analysis

The dataset provided for the Binary Multilingual
Machine-Generated Text Detection task includes
text data across nine diverse languages. This lin-
guistic diversity adds complexity to Gen-Al Con-
tent Detection Task 1 (binary multilingual classifi-
cation problem), requiring models that can handle
varying scripts, grammatical structures, and cul-
tural nuances in text patterns. The diversity of
the training dataset used in this Gen-Al Content
Detection Task 1 is further highlighted in (Wang
et al., 2025) (Chowdhury et al., 2025) (Dugan et al.,
2025) .

3.1.1 Language Distribution

The dataset is balanced concerning languages so
that models trained on it can generalize to multi-
lingual text. Each language presents unique chal-
lenges: Arabic and Urdu are right-to-left languages,
their grammar is more than complex in script; Ger-
man and Russian have more intricate grammar and
syntactical structure.

3.1.2 Content Sources

The dataset contains text samples that are extracted
from online sources such as social media posts,
articles from web pages, and other digital content.
This variety corresponds to the broad range of text
that models may encounter in actual deployment,
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Figure 1: Languages in the training dataset (English
excluded)

from informal posts to more structured forms of
article-style content.

3.1.3 Class Labels

The dataset is labeled with each entry as human-
generated (1) or machine-generated (0). Due to
these binary labels, this is a simple classification
task for models to learn to distinguish fine-grained
features associated with machine generation (such
as repetitive phrasing and lower variation in tone).

3.1.4 Tokenization and Script Variability

The dataset is multilingual; we adopted a polyglot
multilingual tokenizer to segment the texts. This to-
kenizer was found reliable even with Chinese texts
that have no spacing and also with some Cyrillic
systems. Arabic and Urdu are abjad-based scripts,
meaning they provide mostly consonants and have
fewer vowels, and all these disparities in the multi-
lingual text data were accounted for to enhance the
model in classification.

3.1.5 Potential Language-Specific Features

Machine-generated text may have different features
that show the distinct characteristics of each lan-
guage. For example, Arabic and Urdu have com-
plex morphology, which can show up in stylistic
differences in machine-generated text compared
to English and German, so detecting human vs.
machine-generated text for these languages would
be subtler.
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3.1.6 Text Length and Complexity

The text lengths and simplicity levels of the dataset
are probably very different from those of the online
sources. Short, informal texts (e.g., social media
snippets) and longer, structured articles offer di-
verse linguistic challenges. The variety supports
the ability to train models that can process varia-
tions of text lengths and learn the stylistic charac-
teristics inherent to machine generation for each
language.

3.1.7 Class Imbalance

One of the main factors of the dataset’s design is the
balance among languages and classes. When eval-
uating the model, a macro-average F1-score will
handle minor imbalances and ensure the model’s
robust performance in all languages involved.

The dataset has a multilingual, balanced struc-
ture to capture languages and to train a model for
working well with many linguistic backgrounds.
Our analysis of languages and classes in this sec-
tion serves as a basis for understanding the diversity
within the dataset and for building preprocessing
pipelines and model architectures suited for varied
language patterns and scripts.

3.2 Shared Task Description

The Binary Multilingual Machine-Generated Text
Detection Task, part of Gen-AI Content Detection
Task 1, gave the participants a rich multilingual
dataset for distinguishing human- and machine-
generated text. The dataset contains content from
various languages across domains, including social
media, news articles, and educational materials.
We had machine-generated or human-authored la-
bels for each text entry; we carefully labeled them
in the binary classification tasks.

Finally, we participated in developing models
to reliably detect machine-generated text across
different languages, evidence of the need for cross-
lingual detection abilities. The macro-average F1-
score was evaluated as a metric based on preci-
sion and recall while covering multiple languages
and text types. The purpose of the shared Gen-Al
Content Detection Task 1 was to develop multi-
lingual capabilities for machine-generated text de-
tection with the growing demand for authenticity
in multilingual digital content and for innovations
in reliably detecting Al-generated content within
different linguistic contexts.

3.3 Model Architecture

Our model architecture is built on fine-tuning
mBERT for multilingual GenAl Detection Task
1, with a focus on the binary classification of MGT
and HWT with the challenge of making it robust to
efficiently classify different languages. For this pur-
pose we chose the mBERT-cased version, a choice
for dealing with more than one language, including
less-resourced ones. This architecture integrates
three primary modules: language detection and tok-
enization with polyglot, and training and prediction
with mBERT which we optimized to capture differ-
ent languages in the datasets and unseen ones that
surfaced in the test dataset.

We trained the model with a few meticulously
chosen hyperparameters for optimizing the training
process with the ADAM optimizer and adjusting
the learning rate to best suite the classification. The
metrics we used are exclusively listed in the ap-
pendix section of this paper. The categorical cross-
entropy was used as a loss function, and the batch
size was well adjusted to maximize the computing
resources available as well as prevent overfitting.
We also adopted early stopping to prevent overfit-
ting using validation performance-enabled training
across the three epochs. Three epochs were used
as a time factor and computational resources at
our disposal were considered. The model was en-
gineered to be computationally fast and memory
efficient overall. Its design makes it scalable to the
large datasets provided and maintains high perfor-
mance.

3.4 Experimental Setup

Our experiments employed a training validation
split on the multilingual set, configured language-
specific preprocessing rules, and set up the model
in a high-performance computing environment.
The translation and detection models were initial-
ized and then fine-tuned using the training dataset
to capture multilingual patterns using weights from
pre-trained models. We built a complete evaluation
pipeline to monitor model performance in each lan-
guage and used accuracy and F1-score as critical
metrics. Unseen test data were used for model eval-
uation and generalization. Additionally, the model
was evaluated in language-agnostic embeddings,
using multiple languages and contexts to show ro-
bustness. The model hyper-parameters have also
been experimentally optimized to trade precision
with increased computational efficiency.
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Epoch Training Loss

Validation Loss

F1-score

1 0.200
2 0.093
3 0.046

0.241
0.286
0.155

0.916
0.925
0.953

Table 1: Metrics generated by the model during training
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Figure 2: Confusion matrix

3.5 Predictions on Unseen Data

We evaluated the model’s generalizability on un-
seen data with text entries in multiple languages.
The model generated predictions to see how it trans-
lated, sorted and identified machine-generated text.
The model’s output for translation with linguis-
tic accuracy, language-specific sorting correctness,
and detection precision were analyzed. We showed
that the multilingual model preserves language
nuances, sorts accurately, and identifies machine-
generated text reliably on a diverse set of language
pairs. We found that language performance dif-
fered slightly in low-resource languages, but the
model met the multilingual detection benchmarks
of the shared Gen-Al Content Detection Task 1.

4 Results

On the test set, the model predicted the classes
with an accuracy of 0.7348 and a macro-average
F1-score of 0.7265, which indicates balanced test
performance across the languages. Our results also
demonstrate that the model is capable of handling
multiple languages without much performance
degradation. We present figure 2 showing the con-
fusion matrix for better analysis of the model pre-
dictions as it revealed the model strength towards
accurately predicting MGT with accuracy of 0.88
and the model got weak results by confusing some
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Figure 3: ROC curve

Model
mBERT

Micro_F1 Macro F1
0.734 0.726

Table 2: Result obtained from the test set

HWT for MGT with accuracy of 0.58.

5 Conclusion

This paper shows how a multilingual transformer-
based model detects machine-generated text in var-
ious languages. Our results confirm the model’s
adaptability and scalability and evidence to its
promising performance in high-resource languages
and its potential for improvement in low-resource
scenarios. We show that with appropriate data pre-
processing, machine-generated text detection can
be successfully extended to multilingual applica-
tions using fine-tuning and balanced datasets. This
work will be continued to improve the performance
for low-resource languages and deploy the model
to handle more complex linguistic features such as
code-switching and mixed scripts.

Ethics Statement

This paper is fully committed to transparency and
ethical Al utilization, especially in multilingual dig-
ital content authentication. Ethical responsibility
must be first prioritized for machine-generated text
detection, as wrong classifications may impact in-
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dividuals and organizations. However, we take the
responsible use of our model seriously and want
feedback on minimizing any negative impacts. A
primary goal is to add value to online digital con-
tent verification, combatting misinformation while
paying due respect to the plurality of the linguistic
scopes in online media.
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A Appendix

Training Arguments

training_args = TrainingArguments(
output_dir=output_dir,
evaluation_strategy="epoch”,
save_strategy="epoch’,
load_best_model_at_end=True,
learning_rate=2e-5,
per_device_train_batch_size=128,
per_device_eval_batch_size=128,
num_train_epochs=3,
weight_decay=0.01,
logging_dir="./logs’,
logging_steps=10,

fp16=True, Enable mixed precision
gradient_accumulation_steps=2,

)

Tokenizer
tokenizer = AutoTokenizer.from_pretrained(’bert-
base-multilingual-cased’)
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def tokenize_function(examples):

encoding = tokenizer(

examples|["tokens"],

padding="max_length",

truncation=True,

is_split_into_words=True,

max_length=512

)

encoding["labels"] = examples["label"]
encoding["id"] = examples["id"]

return encoding

tokenized_train new_ds/[ train’ .map(tokenize_function,
batched=True, num_proc=38)

tokenized_dev iew_ds[ 'dev’ |.map(tokenize_function,
batched=True, num_proc=38)

tokenized_test tokenized_test.remove_columns([ "tokens"])
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