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Abstract

Financial sentiment analysis plays a pivotal role
in the financial domain. However, the task re-
mains challenging due to the nuanced nature
of financial sentiment, the need for high in-
terpretability, and the scarcity of high-quality
datasets. To address these issues, we leverage
recent advancements in large language mod-
els (LLMs) and propose to adapt proxy tun-
ing for financial sentiment analysis. Proxy
tuning efficiently transfers knowledge from a
pre-trained expert model to a controllable base
model by incorporating logit differences, steer-
ing the base model toward the desired senti-
ment representation. Our method offers signifi-
cant advantages: (1) it is training-free, reducing
computational demands and data dependency;
(2) it achieves promising performance, with a
36.67% improvement over the base model and
over 90% of the tuned model’s performance;
and (3) it is highly adaptable, functioning in a
plug-and-play manner without requiring access
to model architectures or weights. These re-
sults demonstrate the potential of proxy tuning
as an efficient and practical solution for finan-
cial sentiment analysis in data-scarce scenarios.

1 Introduction

Financial sentiment analysis (Smailovic et al.,
2014; Cortis et al., 2017; Du et al., 2024) is a crit-
ical task in the financial domain with significant
practical applications. For investors, it serves as
a barometer of market trends, aiding in predicting
fluctuations, formulating strategies, and assessing
risks. For financial institutions, it provides valu-
able signals for algorithmic trading and quantita-
tive investment, enabling strategy innovation and
improved asset pricing. For regulators, it helps
identify risks such as fraud, market manipulation,
and systemic instability by reflecting market partic-
ipants’ decision-making tendencies.

*Equal contribution

However, this task remains nontrivial and contin-
ues to be a significant challenge in both academic
research and practical industrial applications. We
identify the primary challenges in addressing this
problem as follows: (1) Inherent complexity of
the problem: Compared to traditional sentiment
analysis in the NLP community (Medhat et al.,
2014), financial sentiment is more nuanced, often
expressed in subtle ways and laden with specialized
terminology, requiring a higher level of model com-
prehension. Furthermore, the relationship between
sentiment fluctuations and market behavior may
be nonlinear or even non-causal. Financial models
must exhibit high interpretability to gain the trust
of investors and institutions. Therefore, addressing
this complex relationship with interpretability re-
mains a significant challenge. (2) Difficulty in ac-
quiring high-quality datasets: One fundamental
requirement of modern machine learning is access
to large-scale, high-quality datasets. However, fi-
nancial sentiment analysis faces several challenges
in this regard: (i) Difficult to collect: Finance is a
sensitive domain, and many organizations are re-
luctant to share their data. (ii) Rapidly changing
and time-sensitive: Financial data changes quickly,
becoming outdated and unusable in a short pe-
riod. (iii) Noisy and complex: Financial sentiment
analysis often involves data with complex formats,
such as tweets related to stock symbols. These
non-natural language texts are difficult to interpret.
Moreover, the data is often noisy, containing sub-
stantial amounts of irrelevant information.

To address these challenges, we turn to re-
cent advancements in large language models
(LLMs) (Brown et al., 2020; Ouyang et al., 2022).
With large-scale data and training, LLMs have
demonstrated emergent capabilities in text under-
standing and generation (Wei et al., 2022), making
them well-suited for understanding complex finan-
cial texts and providing relatively reasonable and
explainable analysis—both critical in the financial
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Figure 1: Illustration of adapting proxy tuning into financial sentiment analysis. Instead of directly finetuning
LLAMA2-13B, we finetune a LLAMA2-7B to get an expert model. Then we use the expert model to steer the
outputs of LLAMA2-13B.

domain. While some studies have explored training
financial LLMs for specific tasks (Wu et al., 2023;
DeLucia et al., 2022), they often restrict access to
the code and training datasets. Moreover, the high
cost of training and fine-tuning these models, com-
bined with the difficulty of acquiring the necessary
datasets, makes them unaffordable for small com-
panies. Therefore, the idea of efficiently transfer-
ring knowledge from a well-trained black-box
expert model to a model that can be fully con-
trolled is both fascinating and important. To this
end, we propose adapting proxy tuning (Liu et al.,
2024) for financial sentiment analysis. Specifically,
we compute the difference in logits between an
expert model and a base model, and incorporate
this difference into our untrained model, steering it
toward the desired direction.

Through experiments, we summarize the mer-
its of adapting proxy tuning for financial senti-
ment analysis as follows: (1) Training-free: This
approach significantly reduces computational re-
source requirements, while also circumventing
the dilemma of needing large-scale, high-quality
datasets. (2) Promising generation results: Our
method demonstrates an average improvement of
36.67% over the base model, achieving over 90%
of the performance of the tuned model, which re-
quires substantially more computational resources.
(3) Plug-and-play and easy to adapt: By ma-
nipulating only the logits space without accessing

the specific model architecture or weights, our ap-
proach is highly adaptable to other models or even
different model architectures.

2 Methodology

2.1 Preliminary
2.1.1 Large Language Models
Large Language Models (LLMs) (Ouyang et al.,
2022; OpenAI, 2024) are a class of neural network
models designed to generate or predict sequences
of text. These models are often autoregressive,
meaning that they predict the next token in a se-
quence based on the previous tokens. The autore-
gressive nature of LLMs can be formalized as fol-
lows:

P (x1, x2, . . . , xT ) =
T∏
t=1

P (xt|x1, x2, . . . , xt−1)

Where xt represents the token at time step t, and T
is the length of the sequence.

The vocabulary in LLMs consists of a fixed set
of tokens, each corresponding to a unique index in a
discrete space. The model’s output logits, denoted
as zt, represent unnormalized log-probabilities of
tokens in the vocabulary. The softmax function is
typically applied to convert logits into a probability
distribution:

P (xt = wi|x1, . . . , xt−1) =
exp(zt,i)∑V
j=1 exp(zt,j)
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Where V is the size of the vocabulary and zt,i is the
logit for token wi at time step t. This probability
distribution is used to sample or select the next
token in the sequence.

2.1.2 Finetune a LLM
If we aim to enable a model to perform a specific
task, fine-tuning it with a task-specific dataset is a
crucial approach. Fine-tuning LLMs has emerged
as an important area of research due to the high
computational cost of training these models from
scratch. Traditional fine-tuning involves updating
all parameters of a pre-trained model, which is both
computationally expensive and resource-intensive.
To address these challenges, several efficient fine-
tuning methods have been proposed, such as Low-
Rank Adaptation (LoRA) (Hu et al., 2022) and
Prefix Tuning (Li and Liang, 2021).

In essence, fine-tuning adjusts a model M− to
obtain a fine-tuned version M+. This process mod-
ifies the model’s parameters, resulting in changes to
its output logits, from zM

−
t to zM

+

t . Consequently,
this also alters the distribution of the output space,
effectively transforming the probability distribution
P of generating the next token into a new distribu-
tion P ′.

2.2 Applying Proxy Tuning to Financial LLM

Though there are several methods to efficiently
fine-tune large models, the lack of large-scale,
high-quality datasets for many financial partici-
pants remains a significant challenge hindering the
widespread adoption of these methods. To address
this, we turn to the emerging proxy tuning (Liu
et al., 2024) paradigm, which has recently gained
attention in the NLP community. Proxy tuning sug-
gests that, instead of directly tuning a large model,
we tune a smaller proxy model and use the differ-
ence in predictions between the small tuned model
and the untuned model to shift the original predic-
tions of the larger, untuned model in the desired
direction. This approach can be particularly useful
in scenarios where data scarcity or computational
resources are limiting factors.

We follow the basic philosophy of proxy tuning
and adapt it for the financial sentiment analysis task.
As illustrated in Figure 1, suppose we have a well-
finetuned financial sentiment analysis expert model
F+, which has been fine-tuned from a base model
F−. We aim to fine-tune an open, pre-trained base
model G−. A natural idea is that the difference
in logits between the tuned expert model and the

untuned base model reflects the desired direction
for fine-tuning. Specifically, the logit difference,
zM

+

t − zM
−

t , indicates the expected change in the
model’s prediction. To push the to-be-tuned base
model G− in the desired direction, we add this
difference to the logit of G−. Thus, the logit for the
tuned base model G− can be computed as:

zG
+

t = zG
−

t + (zF
+

t − zF
−

t )

After adjusting the logits, we convert them to proba-
bilities using the softmax function. In this way, the
proxy model’s adjustments guide the base model
G− toward the desired fine-tuned behavior, allow-
ing us to leverage the knowledge embedded in F+

without requiring direct access to large-scale fine-
tuning data.

3 Experiments

3.1 Settings
We use the LLAMA2 model family (Touvron et al.,
2023) in our experiments. Specifically, we employ
the 7B-BASE model as the anti-expert base model,
denoted as F−, and fine-tune it using the LoRA
method (Hu et al., 2022) on the datasets mentioned
above to obtain the expert model, F+. We then use
the difference between the anti-expert model, F−,
and the expert model, F+, to steer the 13B-BASE
model.

For evaluation, we largely follow the setup of
FinGPT (Liu et al., 2023). We apply zero-shot
prompting across all datasets and use greedy de-
coding for our generation strategy. The models are
allowed to generate up to 128 tokens. All experi-
ments are conducted on two 48GB A40 GPUs.

3.2 Datasets
We evaluate financial sentiment analysis using four
datasets:

Financial Phrasebank (FPB) (Malo et al.,
2014): This dataset consists of sentences from
English-language financial news about all listed
companies in OMX Helsinki, collected from the
LexisNexis database. The labels are "positive",
"negative", and "neutral".

FiQA-SA (FiQA-2018, 2018): This dataset con-
tains sentences from English-language microblog
headlines and financial news. FiQA-SA was first
published as part of the 2018 challenge on finan-
cial question answering and opinion mining. Al-
though the original dataset is annotated on a con-
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Model FPB FiQA-SA TFNS NWGI Average

7B
(1) Directly tuned (expert) 84.81 77.45 87.23 61.06 77.64

13B
(2) Base (untuned) 38.78 27.64 54.40 40.97 40.45
(3) Proxy-tuned (Ours) 82.43 76.72 88.02 61.30 77.12
(4) Directly tuned 85.15 82.91 88.15 63.92 80.03

Performance Gain +43.65 +49.08 +33.62 +20.33 +36.67
Closed Gap 94.13% 88.80% 99.61% 88.58% 92.78%

Table 1: Results for financial sentiment analysis. For each model size, Base refers to the pretrained LLAMA2
model, Directly tuned refers to LLAMA2 model finetuned with LoRA, and the Proxy-tuned model uses LLAMA2-
7B finetuned with LoRA as the expert and LLAMA2-7B as the anti-expert. Performance Gain refers to the
accuracy gain of Proxy-tuned LLAMA2-13B over LLAMA2-13B untuned. Closed Gap refers to the difference in
performance between Proxy-tuned LLAMA2-13B and LLAMA2-13B-BASE, divided by the difference between
Directly tuned LLAMA2-13B and LLAMA2-13B-BASE.

tinuous scale, we discretize it into a classifica-
tion task, categorizing it into negative, neutral,
and positive classes following the methodology
in BloombergGPT’s paper (Wu et al., 2023).

Twitter Financial News Sentiment (TFNS)
(Zeroshot, 2022): This dataset consists of an
annotated corpus of English-language finance-
related tweets. The labels are "Bearish" (negative),
"Bullish" (positive), and "Neutral".

News With GPT Instructions (NWGI) (Oliver-
wang, 2023): This dataset contains financial news
with ChatGPT-generated labels. It includes seven
classification labels: "strongly / moderately / mildly
negative", "neutral", "strongly / moderately / mildly
positive". We convert these labels into negative,
neutral, and positive classes to maintain consis-
tency with the other datasets.

3.3 Results

We evaluate the original untuned model, the proxy-
tuned model, and the directly tuned model on the
four benchmark datasets listed above. The results
are shown in Table 1.

As shown, Model 2, the untuned LLAMA2-13B-
BASE model, achieves only 40.45% accuracy on
average, which is just slightly better than random
guessing (33% for 3 classes), indicating that it has
limited knowledge of finance. When using proxy-
tuning (Model 3), the accuracy improves by 36.67%
on average. On FiQA-SA, the improvement is even
more pronounced, reaching up to 50%, suggesting
that the model effectively captures financial expert

knowledge through proxy tuning.
We then compare the two tuning methods: proxy-

tuning and direct tuning. To measure the relative
effectiveness of proxy-tuning, we introduce the
concept of "closed gap," which quantifies the im-
provement achieved by proxy-tuning compared to
direct tuning. The "closed gap" is calculated as
the difference in performance between the proxy-
tuned LLAMA2-13B and the untuned LLAMA2-
13B-BASE, divided by the difference between the
directly tuned LLAMA2-13B and LLAMA2-13B-
BASE. On average, proxy-tuning closes 92.78%
of the performance gap between the proxy-tuned
and directly tuned LLAMA2-13B models across
the four benchmarks. This demonstrates that our
proxy-tuned model achieves performance compara-
ble to the directly tuned model, while significantly
reducing the need for extensive training resources
and high-quality datasets, which are common ob-
stacles in financial sentiment analysis.

4 Conclusion

In this paper, we propose a framework leveraging
large language models and proxy-tuning to address
financial sentiment analysis, overcoming common
challenges such as limited data and high compu-
tational costs. Our method achieves performance
comparable to directly tuned models while being
resource-efficient. We hope this work provides in-
sights into efficiently transferring knowledge from
expert black-box models to controllable ones and
inspires broader applications in the financial do-
main.
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