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Abstract

Few-Shot Document-Level Relation Extraction
(FSDLRE) aims to develop models capable of
generalizing to new categories with minimal
support examples. Although Large Language
Models (LLMs) demonstrate exceptional In-
Context Learning (ICL) capabilities on many
few-shot tasks, their performance on FSDLRE
tasks remains suboptimal due to the significant
gap between the task format and the intrinsic ca-
pabilities of language models, coupled with the
complexity of ICL prompts for document-level
text. To address these challenges, we intro-
duce a novel meta-training approach for LLMs
termed Prototype Tuning. We construct sim-
ulated episodes using data with relation types
that do not overlap with the test corpus, fun-
damentally enhancing the ICL capabilities of
LLMs in FSDLRE through meta-learning. To
further enhance the effects of meta-learning,
we innovatively integrate the concept of proto-
type into the fine-tuning process of LLMs. This
involves aggregating entity pairs from support
documents into prototypes within the prompts
and altering the way of determining relation cat-
egories to identifying the closest prototype. Ex-
perimental results demonstrate that our LLMs
trained with this approach outperform all base-
lines. Our proposed approach markedly im-
proves the ICL capabilities of LLMs in FS-
DLRE and mitigates the impact of relation se-
mantic discrepancies between the training cor-
pus and the test corpus on model performance.

1 Introduction

Document-level Relation Extraction (DocRE) (Yao
et al., 2019; Xu et al., 2021a) aims to extract struc-
tured knowledge from unstructured documents.
This task is more complex than sentence-level
relation extraction due to phenomena like co-
reference and cross-sentence relationships, but it
more closely resembles real-world scenarios. The
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Figure 1: Three approaches for FSDLRE: In-Context
Learning (ICL), MetaICL, and Prototype Tuning (PT).
Red arrows depict the meta-training process, while blue
arrows show the inference process in testing episodes.

development of DocRE is crucial for downstream
applications such as knowledge graph construc-
tion and question-answering systems. However,
fully-supervised DocRE tasks face challenges such
as high annotation costs, lack of domain-specific
training data and long-tail distributions of labels.
These issues spur many researchers to shift to-
wards Few-Shot Document-Level Relation Extrac-
tion (FSDLRE) (Popovic and Färber, 2022; Meng
et al., 2023), aiming to train models that can better
utilize a small number of annotated documents to
adapt to new categories and new domains compared
to supervised models.

Large language models (LLMs) demonstrate out-
standing performance across various few-shot tasks
(Brown et al., 2020; Wei et al., 2022). Previous
studies explore the application of LLMs in few-
shot information extraction tasks (Ma et al., 2023a;
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Wadhwa et al., 2023; Ma et al., 2023c). However,
LLMs without specific training perform subopti-
mally on FSDLRE (Meng et al., 2023). Earlier
research often employs In-Context Learning (ICL)
(Min et al., 2022b) to leverage annotated informa-
tion from support samples. For document-level
texts, this approach constructs lengthy inputs, in-
creasing the model’s difficulty in understanding
instructions and context. Moreover, merely rely-
ing on the model’s contextual understanding ability
and limited annotations in few-shot support docu-
ments does not fully exploit the potential of LLMs
in FSDLRE tasks. We aim to design a training
approach that enables models to learn how to se-
lect truly useful information from complex ICL
prompts based on the implicit patterns of the task,
this would fundamentally enhance the ICL ability
of LLMs in FSDLRE.

To address the aforementioned challenge, we
introduce meta-learning to enhance the ICL capa-
bilities of LLMs in FSDLRE task. We construct
simulated ICL episodes using training corpus com-
posed of relation categories that do not overlap with
those in the test corpus. This approach is named
MetaICL, enables the model to learn how to ex-
tract genuinely useful knowledge from the context
based on existing annotations, thereby boosting its
ICL abilities. However, while this approach effec-
tively acquaints models with task-specific patterns,
it predisposes them to generate responses biased
towards specific relation categories encountered
during training. The conflict in relational seman-
tics between the training and testing corpus limits
the effectiveness of this approach in fully enhanc-
ing the ICL capabilities of LLMs.

Prototypical Networks (Snell et al., 2017) is a
classic metric-based method used in few-shot clas-
sification tasks. Instead of the traditional method
of adding neurons to a classifier and training with
minimal data, this method calculates the similarity
between query samples and class prototypes. These
prototypes are constructed from support samples of
the same category. By doing this, Prototypical Net-
works effectively reduce overfitting issues that are
specific to certain categories and improve perfor-
mance of models in few-shot scenarios. Although
this method relies on sample vectorization and is in-
compatible with language models that target token
generation probabilities from a vocabulary, it offers
heuristic value in addressing semantic conflicts of
relation labels within meta-training.

In this paper, we propose a new few-shot LLMs

fine-tuning approach based on meta-learning,
named Prototype Tuning, which applies meta-
learning and prototype matching concepts to LLMs.
This approach enables LLMs to learn how to bet-
ter perform ICL in FSDLRE tasks based on the
sparse annotations of support samples within an
episode. Specifically, we first construct simulated
episodes with support and query samples based on
a training corpus that does not overlap with the test
set categories. Then we incorporate the concept
of prototypes in prompt construction by grouping
triples from support documents with the same tar-
get relation category into a relation prototype set.
We also modify traditional task instructions and
labeling formats for relation extraction, guiding
LLMs to output entity pairs that belong to a spe-
cific prototype based on the similarity between the
candidate entity pairs in the query documents and
the relation category prototypes. By using Pro-
totypical ICL prompts and meta-training, LLMs
demonstrate enhanced generalization capabilities
to new categories and domains, as well as superior
ICL performance on the FSDLRE task. In Fig-
ure 1, we illustrate the elements of the FSDLRE
task and the brief workflows of ICL, MetaICL, and
Prototype Tuning for addressing this few-shot task.

In summary, our main contributions are as fol-
lows: (1) We propose Prototype Tuning, which uses
meta-learning to enhance the ICL ability of LLMs
for FSDLRE. This approach fully leverages the po-
tential of LLMs to learn from complex prompts
constructed from few-shot annotated documents
to extract relations in target documents. (2) In
Prototype Tuning, we introduce the concept of pro-
totypes into the meta-training of generative mod-
els. By aggregating instances with the same re-
lationship type from support samples and chang-
ing the way candidate entity pairs are classified
in the responses, we effectively mitigate semantic
conflicts between training and testing data relation-
ships in meta-training. (3) Extensive experiments
demonstrate that our approach consistently out-
performs both meta-trained and non-meta-trained
LLMs using the ICL approach, and significantly
surpasses the state-of-the-art models for FSDLRE
tasks. Further analysis shows that our approach
exhibits strong robustness.

2 Related Work

Few-shot Document Level Relation Extraction.
Current research on DocRE primarily focuses on
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supervised learning models, utilizing graph-based
(Zeng et al., 2020; Xu et al., 2021b; Duan et al.,
2022; Lu et al., 2023) and transformer-based (Xu
et al., 2021a; Tan et al., 2022a; Xiao et al., 2022;
Xie et al., 2022; Ma et al., 2023b) approaches
to handle complex interactions between entities.
While these methods perform well on large anno-
tated datasets, they struggle in low-resource envi-
ronments with scarce data (Li et al., 2023; Hu et al.,
2023). To address the issue of data scarcity in real-
world DocRE scenarios, a previous work (Popovic
and Färber, 2022) reformulates the DocRE task as
a few-shot learning problem, introducing several
metric-based prototypical network models. Sub-
sequent research (Meng et al., 2023) proposes a
relation-aware prototypical method, constructing
instance-level prototypes to better capture the se-
mantic relationships in various contexts. Although
these studies achieve some performance improve-
ments over fully supervised models, the limitations
of pre-trained language models prevent them from
reaching optimal performance. This motivates us
to explore ways to better leverage the potential of
LLMs for FSDLRE, aiming to develop more effec-
tive models for the task.

Meta In-Context Learning. Without any fine-
tuning, LLMs can exhibit strong performance
across various downstream tasks by simply adding
a few instances to the prompt, which is known
as the In-Context Learning (Min et al., 2022b).
However, due to the fundamental differences be-
tween information extraction and language mod-
eling, LLMs’ ICL perform poorly on few-shot in-
formation extraction tasks (Meng et al., 2023; Ma
et al., 2023c). Previous research (Min et al., 2022a)
propose meta-training LLMs on a large number
of tasks using annotations from existing data, al-
lowing the model to learn how to perform ICL. In
the field of relation extraction, There is a study (Li
et al., 2024) explores using table prompts and multi-
task meta-learning to improve sentence-level rela-
tion extraction. However, these methods often lead
to overfitting to specific tasks and relation types.
Additionally, sentence-level prompt templates do
not suitable for complex prompts constructed from
annotations in documents. We propose for the first
time the use of meta-learning to enhance the ICL
capabilities of LLMs in FSDLRE. Additionally, we
introduce the notion of prototypes into the prompt-
ing templates of LLMs, organizing and aggregat-
ing annotated information from support documents

into category prototypes. By directing LLMs to
identify similar prototypes, our approach alleviates
the semantic conflict between the training and test
corpus, enabling robust meta-training of LLMs in
FSDLRE task.

3 Methodology

Figure 2 illustrates the overall architecture of the
prototype tuning. Initially, we describe the sam-
pling process of simulated episodes used during
training. Subsequently, we detail the conceptual
framework for constructing prototype prompts. Fi-
nally, we discuss the meta-training and few-shot
inference processes based on LLMs.

3.1 Problem Definition

In few-shot learning, each training/testing step is
referred to as an episode (also known as a task).
Each episode includes a support set comprising M
documents and a query document. We conduct fine-
tuning of LLMs under the classical meta-learning
setup. The sets of relation types in the training cor-
pus Rtrain, the validation corpus Rdev, and the test
corpus Rtest are pairwise disjoint. We adhere to
the N-DOC setting (Popovic and Färber, 2022) for
FSDLRE. As each document contains triplets with
various relation types, the number of target cate-
gories and the number of samples for each relation
type vary from episode to episode. Each support
document contains a set TS of all available triplets
(eh, r, et), where eh represents the head entity, r
denotes the relation type, and et indicates the tail
entity. The entity e may appear multiple times in
the document, referred to as the entity’s mentions
m. All relations contained in the support docu-
ments are denoted as Repisode, which are the target
relation types that need to be identified for all en-
tity pairs within the query document. If there is no
relation between the entity pairs or if the relation
is not part of Repisode, it is designated as NOTA
(None-Of-The-Above) relation type.

For the FSDLRE task, entity mentions in both
support and query documents are pre-annotated,
and the goal is to predict the set of triplets TQ in
the query document based on the provided infor-
mation. Specific details regarding the division of
relation categories can be found in dataset paper
(Popovic and Färber, 2022). The testing episodes
for FSDLRE are sampled in two steps: First, from
the set Rtest, the relation type Rs that is currently
least selected in the test corpus is chosen. If there
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P : R1 name prototype: {Support Document <support document ID>: [<head entity ID>-<tail
entity ID>, ...], ...}. R2 name prototype: {Support Document <support document ID>: [<head
entity ID>-<tail entity ID>, …], ...}. R3 name prototype: {Support Document <support
document ID>: [<head entity ID>-<tail entity ID>, ...], …}.
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{<head entity ID>-<tail entity ID>, …} The entity
pair similar with <R3 Name> Prototype : {<head

entity ID>- <tail entity ID>, …}

𝑻 : Given a target list of relation types, some support documents, a query document, and all
entity mentions for each entity in the documents, for each target relation type, the Prototype
set is constructed from the entity pairs in the support documents that have the same target
relation type. Identify all entity pairs in the query document that belong to these Prototype s
ets based on their semantic similarity to the aggregated triples.

R : Target relation type name and description: (R1 name: R1 description), (R2 name: R2
description), (R3 name: R3 description). …

DS : Support Document <support document ID>: $support document$. ID and mentions of
each entity in the document: <entity ID>: mention 1; mention 2; <entity ID>: mention 1;
mention 2; ...

O : Classify all non-duplicate and valid entity pairs with relationships from the document into
the most similar prototype categories from the prototype list. An entity pair might belong to
multiple prototypes. If an entity pair does not match any prototype, omit it.

DQ : Query Document : $query document$. ID and mentions of each entity in the document:
<entity ID>: mention 1; mention 2; <entity ID>: mention 1; mention 2; ...

Figure 2: Overview of Prototype Tuning. The red arrows indicate the meta-training process and blue arrows indicate
the testing process. Entities and prototypes of the same relation type are highlighted with the same background
color. $Document$ denotes the specific content of the document.

are multiple such relation types, one is randomly
selected. For this relation type, support documents
are sampled, each containing at least one instance
of Rs. Since the selected support documents may
contain instances of other relation types from Rtest,
all relation types in the support documents that be-
long to Rtest are added to Repisode. The query doc-
uments for test episodes are randomly drawn from
the test corpus to authentically represent the NOTA
distribution of the entire corpus. Our objective is
to address the shortcomings of the existing ICL
approach and develop a meta-learning approach
that fully exploits the potential of LLMs in the FS-
DLRE task to better adapt to new relation types
with limited annotated data.

3.2 Simulated Episodes Sampling

We sample data from the training and development
corpus with visible relation types to construct simu-
lated episodes for our meta-training. The sampling
of support documents for these episodes is identical
to that described for test episodes in the problem
definition section. The target relation category for
each episode is determined by the support docu-
ments selected.

For query document sampling, we adopt an En-
sure Positive strategy (Popovic and Färber, 2022)
rather than random sampling. Specifically, we
make sure that each training episode’s query doc-
ument contains at least one triplet with the target
relation Rs. In scenarios where NOTA entity pairs
are prevalent (Meng et al., 2023), this strategy al-
lows the model to encounter more non-NOTA sam-
ples during training. Additionally, due to the high
inference costs of LLMs, this configuration allows

us to gather sufficient samples of each category
with fewer development documents, thereby sup-
porting macro-average evaluations and reducing
computational costs.

3.3 Prototypical ICL Prompt

We organize the support documents and query doc-
uments in the episode into input prompts for the
model. By incorporating the concept of prototypes
in this process, the model obtains more abstract
class representations, reducing the impact of se-
mantic conflicts between meta-training and infer-
ence on model performance. The complete prompts
for each part are presented in Figure 2.

For each episode, we first construct the task de-
scription template T for prototype tuning in FS-
DLRE, which includes: (1) the task definition, (2)
the prototype set definition, and (3) the initial de-
scription of the classification approach for the rela-
tionship categories of candidate entity pairs in the
query document.

To constrain the range of prototypes and target re-
lation types in each episode, we provide the names
and specific descriptions of all target relation types
within the episode in R. The target relation types
are determined by all annotated instances contained
in the support documents. All relationship types
that do not belong to R or are of the None type are
identified as NOTA. Additionally, to present the
textual and entity information from each document
clearly, we structure the content of M supporting
documents into a prompt, each document has its
own specific ID. We aggregate mentions of the
same entity and represent them by a unique entity
ID within each document. We then append this
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entity information to the text content of each docu-
ment, forming the prompt DS = [D1, ..., DM ].

We design a specialized prompt template that ag-
gregates pairs of entities with the same category of
relationships from all supporting documents in an
episode into a collection, termed as the prototype
set. This template aims to create more abstract rela-
tion category representation, thereby enhancing the
model’s generalization capabilities for unseen cat-
egories. Specifically, all prototype sets are placed
in a dictionary P = {R1 : {}, ..., Rn : {}} within
the prompts, where the key of the dictionary is the
name of the relationship type. Within each target
relationship category prototype, we first specify
the ID of supporting document from which the en-
tity pair originates, then use the entity IDs from
the entity information of each support document to
represent the corresponding head and tail entities.
Notably, due to the excessive number of NOTA
type candidate entity pairs (Popovic and Färber,
2022), We do not set up a separate explicit NOTA
prototype in the Prompt P , considering the con-
straints of prompt length and complexity. Instead,
we implicitly represent the NOTA prototype by
classifying all entity pairs with target relations into
the corresponding prototype.

Finally, we organize the relevant information
from the query documents within the prompt and
construct instructions to guide the model’s output.
Specifically, we format the text and entity infor-
mation from the query documents similarly to a
support document and place it into the DQ. And
we use specail output instruction O to encourage
the model to focus more on the similarity between
the entity pairs in the query document and the vari-
ous relationship prototypes. Notably, although our
prototype ICL prompt reorganizes the input for FS-
DLRE, it does not significantly increase the prompt
length or computational overhead compared to the
ICL and MetaICL prompts. Detailed information
about these prompts can be found in Appendices A
and B.

3.4 Meta Training
We utilize the triplet annotations in the query docu-
ment to construct the generated gold label. In the
label L, each relation prototype is represented by
a set, and entity pairs are classified into the set of
the corresponding prototype based on their relation-
ship type. The head and tail entities are represented
by their entity IDs from the Document informa-
tion prompt DQ of the query document, while each

relationship prototype collection is defined by its
corresponding relationship name. Same to the pro-
totype construction in P , the NOTA prototype in L
is also implicitly represented, if a candidate entity
pair from the query document does not appear in
the model’s response, it is automatically classified
as belonging to the NOTA relationship category.

We employ Prototypical ICL Prompts I and la-
bels L constructed from simulated episodes for
Meta-training LLMs. Specifically, the input I =
[T,R,DS, P,DQ,O] consists of task instructions
T , a description of the target relation R, supporting
document text and related entity information DS,
various prototype sets P , query document text and
related entity information DQ, and the output com-
mand O concatenated together. The labels for the
generated model are constructed from all triples
TQ in the query document. After inputting I into
the model, we obtain the model’s predicted proba-
bilities y for tokens in the vocabulary and calculate
the negative log likelihood loss with the labels L
to update the model’s parameters. During the meta-
training process, we employ a parameter-efficient
fine-tuning method QLORA (Dettmers et al., 2023)
to fine-tune the LLMs.

3.5 Few-Shot Inference
After prototype tuning the LLMs with training
and development simulated episodes constructed
from corpus containing visible relationship cate-
gories, we evaluate the model’s performance in
a true few-shot setting on a set of episodes built
from the test corpus with unseen relationship cat-
egories. Specifically, For an N-DOC FSDLRE
episode that includes unseen relationship cate-
gories, the model is provided with N support doc-
uments S = {s1, s2, ..., sn} annotated with Triple
sets Y = {y1, y2, ..., yn}, a query document q, and
the target relationship types Repisode. We organize
the information from the test episode into the same
input format I as used during meta-training. The
meta-trained LLMs assesses the similarity between
the implied candidate entities in the query docu-
ment and the various relationship prototypes in P ,
assigning them to the most similar relationship pro-
totype. If a candidate entity pair does not resemble
any existing relationship prototype it is categorized
into the implicit NOTA prototype. All responses
from the meta-trained LLMs are presented in the
format of label L. Based on the classification of
the candidate entity pairs in the response, we cat-
egorize the entity pairs with specific head and tail
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entities into the relationship category correspond-
ing to the respective prototype.

4 Experiments

4.1 Dataset and Metric
We conduct experiments on two publicly avail-
able FSDLRE benchmark, FREDo (Popovic and
Färber, 2022) and ReFREDo (Meng et al., 2023).
These two benchmarks provide pre-sampled fixed
test episodes for each setting to ensure fairness in
model performance comparisons.

FREDo. This benchmark includes two tasks: In-
Domain and Cross-Domain, each with 1-DOC and
3-DOC subtasks, aiming to evaluate the model’s
scalability in different scenarios. For the In-
Domain task, the training and testing documents
both come from DocRED (Yao et al., 2019). Specif-
ically, the relationship types in DocRED are di-
vided into three non-overlapping subsets: training
(62 types), development (16 types), and in-domain
testing (18 types). FREDo uses DocRED’s train-
ing set as the training and development document
corpus, with its development set serving as the
document corpus for in-domain testing. For the In-
Domain task, document-based trained models are
evaluated on 15K episodes derived from DocRED.
In the Cross-Domain task, the training documents
come from DocRED, while the testing documents
come from SciERC (Luan et al., 2018), whose doc-
ument topics, relationship types, and text styles
significantly differ from those of the training docu-
ments. FREDo uses the entire SciERC dataset as
the corpus for cross-domain testing. Models ini-
tially trained on DocRED samples are evaluated on
3K episodes from SciERC documents.

ReFREDo. This benchmark is a revised version
of FREDo, replacing the training, development,
and in-domain testing corpus with documents from
Re-DocRED (Tan et al., 2022b), which extends
the relationship facts in DocRED to 119,991. This
expansion addresses the issue of missing labels
and provides more comprehensive annotations. In
ReFREDo, the division of relationship types for
each dataset remains the same as in FREDo. The
in-domain test sampled 15K episodes, while the
cross-domain test episodes, like in FREDo, are
constructed based on the entire SciERC dataset.

Metric. We use Macro-F1 as the evaluation met-
ric for all models to thoroughly assess their gener-
alization ability to new relationship categories. In

the generated responses, we extract results based
on a specified format of L. A triplet is considered
correct only if the head entity, tail entity, and re-
lationship type all match the labels exactly. This
setup simulates the real-world scenario of develop-
ing models that can quickly adapt to new categories
using a small number of new category annotations.

4.2 Baselines
We compare the Prototype-Tuned LLM with the
LLMs that have not undergone training and those
trained using the standard meta-training under the
ICL paradigm. Furthermore, to validate the ad-
vanced nature of our training approach, we also
evaluate against the current state-of-the-art meth-
ods for the FSDLRE task.

Prototypical Network-Based Baselines. These
methods vectorize entity pairs in support docu-
ments and aggregate them into relation prototypes
based on the relationships between the entities. The
relationship type of candidate entity pairs in query
documents is then predicted by computing their
similarity to these aggregated prototypes. DL-Base
encode documents using the untuned BERT-base
model (Devlin et al., 2019). DL-MNAV (Popovic
and Färber, 2022) extends sentence-level method-
ologies (Sabo et al., 2021) to document-level for
few-shot relation extraction. RAPL (Meng et al.,
2023) redefines relational prototypes at the instance
level and introduces a relation-weighted contrastive
learning approach to improve the precision of these
prototypes. It also develops a task-specific strategy
for generating NOTA prototypes, enhancing the
ability to capture NOTA semantics in each task.

LLM-Based Baselines. We design a common
prompt that adapts the conventional ICL approach
to the FSDLRE task. Following the textual and en-
tity information in each document, we present the
supporting document triples as example responses,
formatted as <head entity ID>-<relation name>-
<tail entity ID>. The response labels also employ
the same setup. Based on this common prompt, we
construct two baselines. The first is an untrained
LLMs, used to evaluate the intrinsic performance
of LLMs under the classic ICL approach on the FS-
DLRE task, including models like ChatGPT-3.51

and Llama-3-8B-Instruct2. The second is a Llama3
baseline that uses the MetaICL approach, further
enhancing the ICL through meta-learning.

1openai.com/api. The version is gpt-3.5-turbo-0125.
2llama.meta.com.
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FREDo ReFREDo

Model/Macro F1(%) In-Domain Cross-Domain In-Domain Cross-Domain

1-Doc F1 3-Doc F1 1-Doc F1 3-Doc F1 1-Doc F1 3-Doc F1 1-Doc F1 3-Doc F1

Prototypical Network
DL-Base 0.60 0.89 1.76 1.98 1.38 1.84 1.76 1.98
DL-MNAV 7.05 ± 0.18 8.42 ± 0.64 0.84 ± 0.16 0.48 ± 0.21 12.97 ± 0.88 12.43 ± 0.36 1.12 ± 0.38 2.28 ± 0.19
DL-MNAVSIE 7.06 ± 0.15 6.77 ± 0.21 1.77 ± 0.60 2.51 ± 0.66 13.37 ± 0.98 12.00 ± 0.80 1.39 ± 0.74 2.92 ± 0.41
DL-MNAVSIE+SBN 1.71 ± 0.24 2.79 ± 0.24 2.85 ± 0.12 3.72 ± 0.14 4.59 ± 0.30 5.43 ± 0.24 2.84 ± 0.24 3.86 ± 0.27
RAPL 8.75 ± 0.80 10.67 ± 0.77 3.33 ± 0.50 5.35 ± 0.72 15.20 ± 0.82 16.35 ± 0.60 3.51 ± 0.79 5.48 ± 0.63

LLMs
ChatGPTICL 2.25 2.95 5.22 5.83 2.86 5.39 5.22 5.83
Llama-3-8B-InstructICL 2.04 2.27 5.05 5.53 3.07 2.36 5.05 5.53
Llama-3-8B-InstructMetaICL 13.81 ± 0.32 14.67 ± 0.44 4.50 ± 0.28 5.46 ± 0.53 21.14 ± 0.97 23.89 ± 0.83 5.79 ± 0.48 5.49 ± 0.67
Llama-3-8B-InstructPT 14.98 ± 0.70 16.83 ± 0.61 7.42 ± 0.55 7.54 ± 0.64 31.54 ± 0.99 33.12 ± 1.05 8.10 ± 0.85 8.69 ± 0.72

Table 1: Results on FREDo and ReFREDo benchmarks. The scores of existing methods are from previous paper
(Meng et al., 2023). The values of the best-performing approach’s metrics are highlighted in bold. For all meta-
training approaches, we report the mean and standard deviation of the Macro F1 score across five runs with different
random seeds.

In-Domain Cross-Domain

Model/Macro F1(%) 1-Doc 3-Doc 1-Doc 3-Doc

ICL 3.07 2.36 5.05 5.53
MetaICL 21.14 23.89 5.79 5.49
Prototype Tuning 31.54 33.12 8.10 8.69

Train w/o RS
MetaICL 17.58 16.88 6.32 6.88
Prototype Tuning 22.65 23.08 6.34 6.55

Train and Test w/o RS
ICL 1.63 2.13 3.93 4.07
MetaICL 11.44 12.11 3.18 3.52
Prototype Tuning 14.65 12.23 4.83 4.70

Table 2: Results of Relation Semantics Ablation on
ReFREDo. In the prompts and labels, relation names
and descriptions are replaced with relational identifiers.
The table separately shows the performance of all ap-
proaches that ablate relation semantics only during train-
ing and during both training and testing.

4.3 Implement Details

In the meta-training of LLMs, we use a learning
rate of 2e-5, a batch size of 2, and a maximum
sequence length of 4096 tokens. The first 6% of
steps are linearly warmed up, followed by a linear
decay to zero. Each meta-training session samples
50K simulated training episodes and 1K develop-
ment episodes, with early stopping based on macro
F1 on the development set. For all meta-training
approaches, we report the mean and standard devia-
tion of the macro F1 score across five runs with dif-
ferent random seeds. We utilize Unsloth3 to reduce
memory usage without impacting training or infer-
ence, allowing all experiments to be conducted on

3https://github.com/unslothai/unsloth

a single RTX 4090 GPU. In the parameter-efficient
fine-tuning technique QLoRA, we set the rank to
64 and the merging factor α to 16.

4.4 Main Results

The main results under various settings on FREDo
and ReFREDo are shown in Table 1. We can ob-
serve that: (1) With the ICL approach for the FS-
DLRE task, ChatGPT and Llama-3 do not surpass
the performance of methods based on traditional
prototypical networks. This clearly indicates an
inherent compatibility issue between LLMs and
the FSDLRE task, highlighting the necessity of us-
ing meta-learning to enhance the ICL capabilities
of LLMs. (2) With the MetaICL approach, LLM
demonstrate significant performance improvements
across all settings in the FSDLRE task compared to
using the ICL approach, with an average increase
of +5.61 F1. This suggests that meta-training
helps the model better adapt to task formats and
acquire general knowledge, enhancing its capabil-
ity to understand complex prompts and extract re-
lations. (3) With Prototye Tuning approach, the
model show further performance improvements,
with an average increase of +4.18 F1 on top of the
MetaICL, and a total increase of +9.79 F1 com-
pared to the ICL approach, achieving the best per-
formance across all settings. This indicates that for
LLMs, introducing prototype concepts into Meta
Learning and shifting the classification approach
to finding similar prototypes significantly helps the
model adapt to unseen relation categories, effec-
tively alleviating the conflict between training and
testing relation semantics. (4) In cross-domain test-
ing, the significant stylistic differences between test
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Figure 3: Results of the performance evaluation of other
LLMs using three approaches under the 3-DOC config-
uration of ReFREDo’s In-Domain Test.

and meta-training texts limited MetaICL’s ability
to improve model performance. Prototype Tuning,
by using abstract category prototypes in prompts,
better harnesses the potential of LLM to adapt to
new categories in cross-domain documents. (5)
Across both in-domain and cross-domain scenarios,
models perform better on Re-FREDo, with more
complete triple annotations, than on FREDo. This
suggests that label accuracy in simulated training
significantly impacts performance, and incomplete
annotations in testing can affect in-domain results.

4.5 Analysis and Discussion

Relation Semantics Ablation. Although the
training and testing corpus are divided according to
relationship categories, it is difficult to completely
avoid potential semantic associations and conflicts
between the two datasets. To explore the impact
of the given relationship semantics in prompts
on model performance, we conduct ablation ex-
periments on ReFREDo involving label names
and descriptions based on Llama-3-8B-Instruct.
We replace all relationship names in the prompts
and labels with non-specific relationship markers
[R1, R2, ..., Rk] and remove all relationship de-
scriptions. As shown in Table 2, we can observe
that: (1) When relationship semantics are ablated
during training, both meta-learning approaches gen-
erally show performance declines. However, the
MetaICL approach shows improved cross-domain
performance, suggesting that semantic conflicts
negatively impact relationship extraction more in
scenarios with greater training-testing style differ-
ences. The Prototype Tuning approach shows that
it handles these conflicts between training and test-
ing corpora better. (2) When relationship semantics
are ablated during both training and inference, all
three approaches experience a significant perfor-
mance drop. This highlights the importance of
relationship semantics within an episode for the
model’s understanding of the target relationships

Model/Macro-F1 (%)
In-Domain Cross-Domain

1-Doc 3-Doc 1-Doc 3-Doc

Ensure Positive 31.54 33.12 8.10 8.69
Random Sample 30.08 31.66 7.83 8.18

Table 3: Results of Ensure Positive Ablation on Re-
FREDo. The Random Sample strategy refers to ran-
domly sampling query document when constructing
simulated episodes.

and accurate relationship extraction.

Robustness of Prototype Tuning. As shown
in Figure 3, we compare the performance of
several LLMs using ICL, MetaICL, and Proto-
type Tuning frameworks on the 3-DOC setting
of ReFREDo. The models used are Mistral-7B-
Instruct (Jiang et al., 2023), Vicuna-7B-v1.5 (Chi-
ang et al., 2023), and Llama-2-7B-Chat. Experi-
mental results show that both MetaICL and Proto-
type Tuning have a considerable positive impact on
model performance across different LLMs. This
finding support a broadly applicable conclusion
across all tested LLMs: compared to solely us-
ing the ICL approach, Meta Learning significantly
enhances LLMs’ adaptability to complex docu-
ment prompts and structured information extraction
tasks.Introducing the concept of prototypes further
enhances meta-training by reducing the impact of
semantic conflicts between the training corpus and
testing corpus on model performance. These exper-
iments underscore the robustness of our proposed
approaches.

The Role of Ensure Positive. To validate the
effectiveness of the Ensure Positive sampling strat-
egy implemented during the simulated episodes in
our training process, we conduct a comparative ex-
periment using the 3-Doc scenario of ReFREDo.
During the training phase, we replaced the sam-
pling strategy in simulated episodes from Ensure
Positive to random sampling, akin to our approach
in testing episodes. As demonstrated in table 3,
employing the Ensure Positive strategy not only re-
duced training costs but also significantly enhanced
model performance due to an increase in effective
scenarios. In contrast, random sampling often led
to the generation of numerous instances with no
answer (i.e., an excess of NOTA candidate entity
pairs), thereby weakening the model’s predictive
power for new categories. This experiment robustly
supports the rationale and benefits of our chosen
sampling strategy in simulated episodes.
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Support Document：
The United States European Command State Partnership Program (EUCOM SPP), according to its own 
mission, is a National Guard program that "links U.S. states with designated partner countries to... support the 
command's security cooperation objectives." Currently, 22 Partnerships exist "with former Soviet, Yugoslav 
and Warsaw Pact countries in the EUCOM Area of Responsibility." Becoming independent on the dissolution 
of the Soviet Union on December 26, 1991, these countries shortly requested the advice and assistance of the 
United States in creating new self-defense forces. They had been acquired by the Soviet Union from the 
European Theatre of World War II. The requests began among the Baltic states , notably Latvia, which had 
approached NATO. It sent a delegation from five member countries, including the U.S., which chose the 
National Guard Bureau as most appropriate spokesman, considering that Latvia could not afford a standing 
army. EUCOM thus became the first of the six geographic Combatant Commands that make up the "global 
SPP," and the NG, which is divided into state-sized contingents , became the host of each state - sized new 
national force, typically, but not necessarily, one-to-one , totally voluntarily . A country member must begin by 
requesting membership. The very first Partnership Program was with Latvia.

Support Ground Truth: 
member of: [U.S.]-NATO]; [Soviet Union]-[Warsaw Pact]; [the United States]- [NATO]; [Latvia]-NATO]; [Latvia]-[EUCOM]

country: [EUCOM SPP]- [U.S.]; [EUCOM SPP]-[the United States]; [National Guard program]- [U.S.]; [National Guard program]-
[the United States]; [U.S.]- [the United State]; [the United State]- [U.S.]; [National Guard Bureau]- [U.S.]; [National Guard Bureau]- 
[the United States]; [EUCOM]-[U.S.]; [EUCOM]-[the United States]; [NG]- [U.S.]; [NG]- [the United States]

part of: [Latvia]-part of -[Baltic]

Target relation type name and description: 
member of (P463): organization or club to which the subject belongs 
country (P17): sovereign state of this item; don't use on humans 
part of (P361): object of which the subject is a part. Inverse property of "has part"

Query Document:
"Something to Believe In" is a power ballad by American Glam metal band Poison, being the 2nd single from 
their 1990 album Flesh & Blood. "Something to Believe In" was also released on the Best of Ballads & Blues 
album in 2003, with alternate lyrics (part 2). The song peaked at number 4 in the US Billboard Hot 100, 
number 5 on the Mainstream rock charts, number 35 in the UK and #44 on the Australian charts. It was the 
last Top 10 on Billboard chart for the band to date. This song was dedicated to James Kimo Maano, a security 
guard and best friend of Bret Michaels who had died some time earlier. The cover art for the single depicts a 
tattoo on Michaels arm of a cross with the words "Something to Believe In".  The tattoo artist, according to 
Michaels, had been drinking and spelled "believe" incorrectly putting the "e" before the "i". It was attempted 
to be corrected by adding a rose to the cross that covered the misspelling, but Michaels was never satisfied 
with the results. In the first season of the reality show Rock of Love, Michaels goes to a tattoo shop where the 
tattoo artist properly touches up the tattoo.

Query Ground Truth: 
member of: [Bret Michaels]-[Glam metal] country: [Poison]-[American]; [US Billboard Hot 100]-[American]
part of: [Something to Believe In]-[Flesh & Blood];[Something to Believe In]-[Best of Ballads & Blues];[Bret Michaels]-[Glam metal]

Based on the query document, the following are the 
target relations between any two given entity pairs:
< Bret Michaels >-member of-< American >
< Bret Michaels >-country-< Glam metal >
< Something to Believe In >-country-< Glam metal >
< Glam metal >-country-< Glam metal >
< Bret Michaels >-part of-< Rock of Love >

< Poison >-has part-< Bret Michaels >

The entity pair similar with <member of> Prototype: {< Bret Michaels 
>-< Poison >}
The entity pair similar with <country> Prototype: {} 
The entity pair similar with <part of> Prototype: {< Something to 
Believe In >-< Flesh & Blood >, < Something to Believe In >-< Best of 
Ballads & Blues >}

ICL: MetaICL:

Prototype Tuning:

Figure 4: Case study of an in-domain 1-Doc episode in ReFREDo. The mentions are highlighted in bold. The
specific inputs for the three approaches can be found in the appendix.

Case Study. As shown in Figure 4, we select a
representative in-domain 1-doc test episode from
ReFREDo for a case study, showcasing the re-
sponses of LLaMa3-8B-Instruct under three dif-
ferent approaches. This helps to intuitively illus-
trate the strengths and limitations of each approach.
The specific input formats for each approach can
be found in the appendix, and for readability, en-
tity IDs in the model responses are replaced with
one of their mentions. We can observe that: (1)
With the ICL approach, the model struggles to ac-
curately understand the specific definitions of each
relation based only on relation descriptions and
single document triplet annotation. This results
in many incorrect triplet predictions. (2) With the
MetaICL approach, meta-training helps the model
better distinguish between different relation cate-
gories. However, the model can still be influenced
by the semantic differences between the training
and test data. For example, when “Poison” is
the head entity and “Bret Michaels” is the tail en-
tity, this pair should be classified as NOTA In this
episode and excluded from the response. However,
because the training set includes the relation “has
part”, the model mistakenly associates the “part of”
relation in the query with “has part” from the train-
ing set, leading to incorrect predictions. (3) Proto-
type Tuning introduces the concept of prototypes
into the meta-learning process. By constructing
category prototypes from relation instances in the
support documents, the model can more accurately
extract relations between entity pairs in the query
document. While Prototype Tuning significantly
improves the performance of FSDLRE tasks using
LLMs, the overall performance of these models
still falls short of supervised setups. This indicates
that further optimization of input prompt construc-
tion and meta-learning approaches for LLMs re-

mains a crucial area for future research.

5 Conclusion

In this work, we introduce a new few-shot learn-
ing approach named Prototype Tuning. This ap-
proach incorporates the concept of prototypes into
the meta-training process of large language mod-
els (LLMs), enabling model to better extract rela-
tions in the context of documents. Extensive experi-
ments based on a broad range of LLMs demonstrate
that Prototype Tuning consistently outperforms In
Context Learning (ICL) approaches without meta-
training and standard meta-trained ICL approaches.
Furthermore, it achieves significant improvements
compared to state-of-the-art task-specific models.
We also conduct extensive analytical experiments
on the Prototype Tuning approach to validate its
strengths and weaknesses, inspiring future research
to explore more effective few-shot document-level
relation extraction approaches.

Limitations

Although we use an optimized training framework
to reduce the training costs, MetaICL and Proto-
type Tuning inevitably introduce additional compu-
tational overhead due to the construction of simu-
lated episodes and meta-training, compared to ICL
approaches that do not require instruction tuning.
In the future, we will explore using more optimized
Parameter efficient fine-tuning methods (Dettmers
et al., 2023) to reduce the training costs of our ap-
proach. While Prototype Tuning shows promising
improvements in cross-domain settings, it is still
far from practical application. We will continue
to investigate techniques such as data augmenta-
tion(Sun et al., 2024) to better unlock the potential
of LLMs in FSDLRE cross-domain tasks.
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A ICL and MetaICL Prompt

The input prompts for our model when using the
ICL and MetaICL approaches are presented as fol-
lows:

Given a target list of relation types, some sup-
port Documents, a query document, and all entity
mentions for each entity in the query documents,
please identify the target relations between any two
given entity pairs in the query document. Do not
present the results of the support documents.

Target relation type name and description:
<R1 Name>: R1 Description;
<R2 Name>: R2 Description;
......
Support Documents: $Support Document$
ID and mentions of each entity in the document:
<1>: Mention 1 of Entity 1; Mention 2 of Entity

1; ......
<2>: Mention 1 of Entity 2; Mention 2 of Entity

2; ......
......
All non-duplicate valid <subject entity ID>-

<target relation type>-<object entity ID>triples
in the document (output format: <entity ID>-
<relation type name>-<entity ID>, e.g., <1>-
<relation des>-<2>; one triple per line, If there
are no entities with existing relationships, return
None):

<head entity ID>-relation name-<tail entity ID>
<head entity ID>-relation name-<tail entity ID>
......
Query Document: $Query Document$
ID and mentions of each entity in the document:
<1>: Mention 1 of Entity 1; Mention 2 of Entity

1; ......

1122



0

10

20

30

40

50

60

70

country member of part of applies to

jurisdiction

position

held

head of

state

sibling subclass of end time member of

political

party

mother country of

origin

religion league legislative

body

characters production

company

original

language of

work

MetaICL Prototype tuning

Unseen Relation Type

M
a
cr

o
-F

1
 (

%
)

Figure 5: The performance of MetaICL and Prototype Tuning across various unseen types.

<2>: Mention 1 of Entity 2; Mention 2 of Entity
2; ......

......
All non-duplicate valid <subject entity ID>-

<target relation type>-<object entity ID>triples
in the document (output format: <entity ID>-
<relation type name>-<entity ID>, e.g., <1>-
<relation des>-<2>; one triple per line, If there
are no entities with existing relationships, return
None):

The format of the label L in the MetaICL ap-
proach during meta-training is as follows:

<head entity ID>-<relation name>-<tail entity
ID>;

<head entity ID>-<relation name>-<tail entity
ID>;

......

B Prototypical ICL Prompt

The input prompts for our model when using the
Prototype Tuning approach are presented as fol-
lows:

Given a target list of relation types, some sup-
port documents, a query document, and all entity
mentions for each entity in the documents, for each
target relation type, the corresponding Prototype
set is constructed from the entity pairs in the sup-
port documents that have the same target relation
type. Identify all entity pairs in the query document
that belong to these Prototype sets based on their
semantic similarity to the aggregated triples.

Target relation type name and description:
<R1 Name>: R1 Description;
<R2 Name>: R2 Description;

......
Support Documents: $Support Document$
ID and mentions of each entity in the document:
<1>: Mention 1 of Entity 1; Mention 2 of Entity

1; ......
<2>: Mention 1 of Entity 2; Mention 2 of Entity

2; ......
......
R1 name prototype: {
Support Document <support document id>: [

<head entity id>- <tail entity id>, ...],
Support Document <support document id>: [

<head entity id>- <tail entity id>, ...]
....}
R2 name prototype: {
Support Document <support document id>: [

<head entity id>- <tail entity id>, ...],
Support Document <support document id>: [

<head entity id>- <tail entity id>, ...]
......}
......
Query Document: $Query Document$
ID and mentions of each entity in the document:
<1>: Mention 1 of Entity 1; Mention 2 of Entity

1; ......
<2>: Mention 1 of Entity 2; Mention 2 of Entity

2; ......
......
Classify all non-duplicate and valid entity pairs

with relationships from the document into the most
similar prototype types from the prototype list. An
entity pair might belong to multiple prototypes. If
an entity pair does not match any prototype, omit
it.
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The format of the label L in the Prototype Tuning
approach during meta-training is as follows:

The entity pairs similar with <R1
name>Prototype: {<head entity id>-<tail
entity id>, ...... }

The entity pairs similar with <R2
name>Prototype: {<head entity id>-<tail
entity id>, ...... },

......

Benchmark Task N K(micro) K(macro)

FREDo
In-Domain 1-DOC 2.18 2.36 2.24
In-Domain 2-DOC 3.47 4.30 4.31

ReFREDo
In-Domain 1-DOC 3.50 3.50 3.11
In-Domain 2-DOC 5.67 6.50 5.73

FREDo and ReFREDo
Cross-Domain 1-DOC 4.26 2.73 2.40
Cross-Domain 2-DOC 6.08 5.55 5.27

Table 4: Average values for N and K are reported across
test episodes in FREDo and ReFREDo. K (micro) rep-
resents the average from all episodes, while K (macro)
refers to the weighted average of the mean K values for
each relation type.

C Model Performance on Unseen
Relation Types

We investigate the performance of MetaICL and
Prototype Tuning across various unseen types in the
ReFREDo In-domain 3-DOC scenario. As shown
in Figure 5, our findings indicate that Prototype
Tuning generally surpasses MetaICL in most types.
This advantage arises from MetaICL’s reliance on
general features learned during pre-training and
meta-training when dealing with unseen types,
whereas Prototype Tuning enhances classification
accuracy by focusing more on the similarity be-
tween candidate entity pairs in the query docu-
ment and those in the support document. Notably,
since the high-performing types make up a signifi-
cant portion of the test episodes, the overall Micro
F1 score achieved using Prototype Tuning reaches
44.21. However, we prioritize the Macro-F1 score
over the Micro F1 score, as the latter does not suffi-
ciently assess the adaptability of LLMs to a diverse
range of new types, especially when only a limited
amount of labeled data is available.

D Supplementary Description of the
Dataset

To align the FSDLRE task with the conventional
N-way K-shot format typical of few-shot tasks, we
outline the distribution of N and K across the test
sets in Table 4

In Tables 5 to 9, we list the types of relations
for training, development, in-domain testing, and
cross-domain testing document corpora in FREDo
and ReFREDo. We present the name and descrip-
tion of each relation type.
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Wikidata ID Name Description

P6 head of government head of the executive power of this town, city, municipality, state, country, or
other governmental body

P19 place of birth most specific known (e.g. city instead of country, or hospital instead of city)
birth location of a person, animal or fictional character

P20 place of death most specific known (e.g. city instead of country, or hospital instead of city)
death location of a person, animal or fictional character

P22 father male parent of the subject
P26 spouse the subject has the object as their spouse (husband, wife, partner, etc.)
P30 continent continent of which the subject is a part
P31 instance of that class of which this subject is a particular example and member. (Subject

typically an individual member with Proper Name label.)
P36 capital primary city of a country, state or other type of administrative territorial entity
P37 official language language designated as official by this item
P40 child subject has the object in their family as their offspring son or daughter (inde-

pendently of their age)
P54 member of sports

team
sports teams or clubs that the subject currently represents or formerly repre-
sented

P58 screenwriter author(s) of the screenplay or script for this work
P69 educated at educational institution attended by the subject
P108 employer person or organization for which the subject works or worked
P123 publisher organization or person responsible for publishing books, periodicals, games or

software
P127 owned by owner of the subject
P131 located in the ad-

ministrative territo-
rial entity

the item is located on the territory of the following administrative entity

P155 follows immediately prior item in some series of which the subject is part
P156 followed by immediately following item in some series of which the subject is part
P159 headquarters loca-

tion
specific location where an organization’s headquarters is or has been situated

P161 cast member actor performing live for a camera or audience
P162 producer producer(s) of this film or music work (film: not executive producers, associate

producers, etc.)
P166 award received award or recognition received by a person, organisation or creative work
P170 creator maker of a creative work or other object (where no more specific property

exists)
P171 parent taxon closest parent taxon of the taxon in question
P172 ethnic group subject’s ethnicity (consensus is that a VERY high standard of proof is needed

for this field to be used. In general this means 1) the subject claims it him/herself,
or 2) it is widely agreed on by scholars, or 3) is fictional and portrayed as such).

P175 performer performer involved in the performance or the recording of a work
P178 developer organisation or person that developed this item

Table 5: Relation types and description of training document corpus in FREDo and ReFREDo (continued on next
page).

1125



Wikidata ID Name Description

P190 sister city twin towns, sister cities, twinned municipalities and other localities that have a
partnership or cooperative agreement, either legally or informally acknowledged
by their governments

P205 basin country country that have drainage to/from or border the body of water
P206 located in or next to

body of water
sea, lake or river

P241 military branch branch to which this military unit, award, office, or person belongs
P264 record label brand and trademark associated with the marketing of subject music recordings

and music videos
P276 location location of the item, physical object or event is within
P400 platform platform for which a work has been developed or released / specific platform

version of a software developed
P403 mouth of the water-

course
the body of water to which the watercourse drains

P449 original network network(s) the radio or television show was originally aired on, including
P527 has part part of this subject. Inverse property of "part of"
P551 residence the place where the person is, or has been, resident
P569 date of birth date on which the subject was born
P570 date of death date on which the subject died
P576 dissolved, abol-

ished or demolished
date or point in time on which an organisation was dissolved/disappeared or a
building demolished

P577 publication date date or point in time a work is first published or released
P580 start time indicates the time an item begins to exist or a statement starts being valid
P585 point in time time and date something took place, existed or a statement was true
P607 conflict battles, wars or other military engagements in which the person or item partici-

pated
P676 lyrics by author of song lyrics
P706 located on terrain

feature
located on the specified landform

P710 participant person, group of people or organization (object) that actively takes/took part in
the event (subject)

P737 influenced by this person, idea, etc. is informed by that other person, idea, etc.
P740 location of forma-

tion
location where a group or organization was formed

P749 parent organization parent organization of an organisation, opposite of subsidiaries
P800 notable work notable scientific, artistic or literary work, or other work of significance among

subject’s works
P807 separated from subject was founded or started by separating from identified object
P840 narrative location the narrative of the work is set in this location
P937 work location location where persons were active
P1198 unemployment rate portion of a workforce population that is not employed
P1336 territory claimed by administrative divisions that claim control of a given area
P1344 participant of event a person or an organization was a participant in, inverse of "participant"
P1365 replaces person or item replaced
P1376 capital of country, state, department, canton or other administrative division of which the

municipality is the governmental seat
P1412 languages spoken,

written or signed
language(s) that a person speaks or writes, including the native language(s)

Table 6: Relation types and description of training document corpus in FREDo and ReFREDo (continued).
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Wikidata ID Name Description

P27 country of citizen-
ship

the object is a country that recognizes the subject as its citizen

P150 contains administra-
tive territorial entity

(list of) direct subdivisions of an administrative territorial entity

P571 inception date or point in time when the organization/subject was founded/created
P50 author main creator(s) of a written work (use on works, not humans)
P1441 present in work work in which this fictional entity or historical person is present
P57 director director(s) of this motion picture, TV-series, stageplay, video game or similar
P179 series subject is part of a series, whose sum constitutes the object
P136 genre a creative work’s genre or an artist’s field of work
P112 founded by founder or co-founder of this organization, religion or place
P137 operator person or organization that operates the equipment, facility, or service
P355 subsidiary subsidiary of a company or organization, opposite of parent company
P176 manufacturer manufacturer or producer of this product
P86 composer person(s) who wrote the music
P488 chairperson presiding member of an organization, group or body
P1056 product or material

produced
material or product produced by a government agency, business, industry,
facility, or process

P1366 replaced by person or item which replaces another

Table 7: Relation types and description of development document corpus in FREDo and ReFREDo.

Wikidata ID Name Description

P17 country sovereign state of this item; don’t use on humans
P495 country of origin country of origin of the creative work or subject item
P361 part of object of which the subject is a part. Inverse property of "has part"
P3373 sibling the subject has the object as their sibling (brother, sister, etc.)
P463 member of organization or club to which the subject belongs
P102 member of political

party
the political party of which this politician is or has been a member

P1001 applies to jurisdic-
tion

the item (an institution, law, public office ...) belongs to or has power over or
applies to the value (a territorial jurisdiction: a country, state, municipality, ...)

P140 religion religion of a person, organization or religious building, or associated with this
subject

P674 characters characters which appear in this item (like plays, operas, operettas, books,
comics, films, TV series, video games)

P194 legislative body legislative body governing this entity; political institution with elected represen-
tatives, such as a parliament/legislature or council

P118 league league in which team or player plays or has played in
P35 head of state official with the highest formal authority in a country/state
P272 production com-

pany
company that produced this film, audio or performing arts work

P279 subclass of all instances of these items are instances of those items; this item is a class
(subset) of that item

P364 original language of
work

language in which a film or a performance work was originally created

P582 end time indicates the time an item ceases to exist or a statement stops being valid
P25 mother female parent of the subject
P39 position held subject currently or formerly holds the object position or public office

Table 8: Relation types and description of in-domain test document corpus in FREDo and ReFREDo.
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Wikidata ID Name Description

HYPONYM-OF hyponym of subject is a hyponym of the object; subject is a type of the object.
PART-OF part of subject is a part of the object.
USED-FOR used for subject is used for the object; subject models the object; object is trained on the

subject; subject exploits the object; object is based on the subject.
COMPARE compare compare two models/methods, or listing two opposing entities.
EVALUATE-FOR evaluate for evaluate for
FEATURE-OF feature of subject belongs to the object; subject is a feature of the object; subject is under

the object domain.
CONJUNCTION conjunction function as similar role or use/incorporate with.

Table 9: Relation types and description of cross-domain test document corpus in SciERC.
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