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Abstract

Understanding how linguistic knowledge is en-
coded in language models is crucial for im-
proving their generalisation capabilities. In this
paper, we investigate the processing of mor-
phosyntactic phenomena, by leveraging a re-
cently proposed method for probing language
models via Shapley Head Values (SHVs). Us-
ing the English language BLiMP dataset, we
test our approach on two widely used models,
BERT and RoBERTa, and compare how lin-
guistic constructions such as anaphor agree-
ment and filler-gap dependencies are handled.
Through quantitative pruning and qualitative
clustering analysis, we demonstrate that atten-
tion heads responsible for processing related
linguistic phenomena cluster together. Our re-
sults show that SHV-based attributions reveal
distinct patterns across both models, providing
insights into how language models organize
and process linguistic information. These find-
ings support the hypothesis that language mod-
els learn subnetworks corresponding to linguis-
tic theory, with potential implications for cross-
linguistic model analysis and interpretability in
natural language processing (NLP).

1 Introduction

Language models gain knowledge of grammati-
cal phenomena during pretraining. However, ex-
actly how this knowledge is encoded is not well
understood. While there is prior research on prob-
ing language models for morphosyntactic construc-
tions (Finlayson et al., 2021; Mueller et al., 2022;
Stanczak et al., 2022; Ács et al., 2023), it is not
well established if this information is crucial to
the model itself, or if it is merely learned as a by-
product. We perform extensive analysis and offer
evidence for a hypothesis that language models
learn separate subnetworks which we can ground
in linguistic theory, and are crucial to the model
processing. To our knowledge this is the first paper
that uses quantitative as well as qualitative analysis
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Figure 1: In the fine-tuning step, we train a classifier on
a grammaticality judgement task. We carry out Shapley
Head Value (SHV) attributions, and in the interpretation
step, we carry out quantitative analysis using pruning as
well as qualitative experiments using linguistic ground-
ing.

grounded in linguistic theory in assessing which
language model components are responsible for
taking care of the processing of specific linguistic
phenomena.

We calculate Shapley Head Values (SHVs) fol-
lowing the methodology of Held and Yang (2023).
While they use SHVs to find attention heads that
have a high contribution to certain NLP tasks such
as natural language inference to improve perfor-
mance, we calculate SHVs using a grammaticality
classification task across 13 different phenomena
and 67 different constructions from the BLiMP
benchmark (Warstadt et al., 2020, see Table 1).
Hence, we offer a novel, linguistically grounded ap-
proach for isolating components of language mod-
els responsible for processing specific morphosyn-
tactic phenomena. We cluster constructions based
on SHVs, and assess the success of isolating heads
responsible for processing aspects of morphosyn-
tax using pruning based on relative importance of
attention heads and linguistic analysis (see Figure
1).

In this paper, we perform an in-depth analysis us-
ing the BLiMP dataset to explore how widely used
language models, such as BERT and RoBERTa,
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handle diverse morphosyntactic phenomena, in-
cluding anaphor agreement, filler-gap dependen-
cies, and island effects. Through a combination of
quantitative pruning and qualitative linguistic anal-
ysis, we demonstrate that certain attention heads
within these models are systematically responsi-
ble for processing distinct linguistic phenomena.
Crucially, we show that related phenomena often
cluster together within the models, suggesting that
language models develop internal subnetworks cor-
responding to theoretical linguistic categories.

We make the following contributions:

1. We use Shapley Head Values (SHVs) to probe
attention heads for their role in processing
morphosyntactic phenomena, across two lan-
guage models.

2. We apply SHV-based clustering, showing that
language models develop subnetworks corre-
sponding to related linguistic categories.

3. We provide qualitative linguistic analyses ex-
plaining the clustering of morphosyntactic
phenomena based on SHV attributions.

4. Quantitative pruning validates our clusters by
showing localized performance impacts when
relevant attention heads are removed.

5. We release an implementation of our SHV-
based probing and pruning methods.

2 Background

2.1 Probing

Previous work in attribution focuses on identify-
ing the role that either training features or model
components play with respect to various phenom-
ena. Training data attribution is used to investi-
gate, e.g., to what extent language-specific sub-
networks rely on in-language examples from the
training data when making predictions (Choenni
et al., 2023). Foroutan et al. (2022) uses itera-
tive magnitude pruning (Frankle and Carbin, 2019)
to isolate sub-networks specific to languages and
tasks like masked language modelling, named en-
tity recognition, and natural language inference.
Structured pruning is used for identifying attention
heads important for dialogue summarisation (Liu
and Chen, 2023) and cross-lingual natural language
inference, e.g., with Shapley Head Values, (Held
and Yang, 2023). Extrinsic probing efforts such

as from Ács et al. (2023) target whether morpho-
logical information is encoded by language mod-
els. On the other hand, work in intrinsic probing
aims to reveal how exactly linguistic information is
structured within a model (Dalvi et al., 2019; Tor-
roba Hennigen et al., 2020; Stanczak et al., 2022).

Another popular technique is causal mediation
analysis (CMA), a causal method of identifying
the importance of a model component to a target
phenomenon (Pearl, 2001). Under CMA, two ef-
fects on the prediction of a model are compared: a
direct effect of input intervention – such as a text
edit – and an indirect effect. The relative degree
of the indirect effect compared to the direct effect
reveals the significance of the target component to
the target phenomenon. CMA is used to investi-
gate the role of individual neurons and attention
heads in mediating gender bias (Vig et al., 2020),
and to isolate neurons responsible for subject-verb
agreement in English (Finlayson et al., 2021), and
across a number of other languages (Mueller et al.,
2022). A limitation of CMA, however, is that text
edit operations are necessarily word-level to isolate
other factors such as sensitivity to specific syntactic
features. This makes it challenging to accommo-
date a number of morphosyntactic constructions
such as island effects (see Table 1). Instead, we use
SHVs which are particularly well-suited to probe
for subnetworks responsible for processing of mor-
phosyntactic phenomena.

Ours is certainly not the first paper to carry out
the analysis of language model skills using linguis-
tic grounding, but we believe our work is differenti-
ated by the wider coverage in terms of morphosyn-
tactic phenomena, as well as our efforts to localise
linguistic knowledge. Previous work explores the
relation between self-attention of input tokens and
dependency links (Htut et al., 2019; Clark et al.,
2019). Linzen and Baroni (2021) analyse the capa-
bilities of LSTM and GRU models on long-distance
dependencies, while Wilcox et al. (2024) use GPT-
2 and GPT-3 to look at long-distance dependencies
and island constraints.

2.2 Shapley Head Values

Shapley Values originate from game theory, de-
vised to fairly distribute a given reward among a
set of players based on their relative contribution
to a certain outcome (Shapley, 1953; Mosca et al.,
2022). They are used in model interpretability re-
search thanks to their properties as attribution meth-
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Phenomenon N Acceptable Example Unacceptable Example

ANAPHOR AGR. 2 Many girls insulted themselves. *Many girls insulted herself.
ARG. STRUCTURE 7 Rose wasn’t disturbing Mark. *Rose wasn’t boasting Mark.
BINDING THEORY 7 Carlos said that Lori helped him. *Carlos said that Lori helped himself.
CONTROL/RAISING 5 There was bound to be a fish escaping. *There was unable to be a fish escaping.
DET.-NOUN AGR. 8 Rachelle had bought that chair. *Rachelle had bought that chairs.

ELLIPSIS 2
Anne’s doctor cleans one important
book and Stacey cleans a few.

*Anne’s doctor cleans one book
and Stacey cleans a few important.

FILLER-GAP DEP. 7 Brett knew what many waiters find. *Brett knew that many waiters find.
IRREG. FORMS 2 Aaron broke the unicycle. *Aaron broken the unicycle.
ISLAND EFFECTS 8 Whose hat should Tonya wear? *Whose should Tonya wear hat?
NPI LICENSING 7 The truck has clearly tipped over. *The truck has ever tipped over.
QUANTIFIERS 4 No boy knew fewer than six guys. *No boy knew at most six guys.
S-SELECTION 2 Carrie isn’t listening to Jodi. *That movie theater isn’t listening to Jodi.
SUBJ.-VERB AGR. 6 These casseroles disgust Kayla. *These casseroles disgusts Kayla.

Table 1: Minimal pairs from the thirteen linguistic phenomena BLiMP paradigms are categorised into with the
number of paradigms in each category (N ). Differences are in bold text and, following convention, ungrammatical
sentences are marked with an asterisk. Table adapted from Warstadt et al. (2020).

ods and satisfying theoretical properties of local
accuracy, missingness and consistency (Shapley,
1953; Ghorbani and Zou, 2020; Held and Yang,
2023). Shapley Values have the advantage over
alternative, gradient-based attribution methods in
that they do not need evaluation functions to be
differentiable, allowing them to be applied directly.
They are also meaningfully signed with positive
values reflecting positive contribution of the com-
ponent and negative values reflecting the opposite
(Held and Yang, 2023).. We use Shapley Head
Values (SHVs) to measure the mean marginal con-
tributions of attention heads in a language model in
a linguistically grounded scenario, approximating
these values following Held and Yang (2023). Con-
cretely, we cluster morphosyntactic phenomena
based on the similarity of their associated SHVs,
then analyse the resulting cluster with regards to
their correspondence to linguistic theory.

2.3 Pruning
According to the Lottery Ticket Hypothesis (Fran-
kle and Carbin, 2019), neural models contain both
harmful and beneficial connections between model
components with respect to a target scenario. This
means that pruning – the removing or turning off
individual neurons or attention heads – can help
us isolate subnetworks (‘winning tickets’) within
language models (Pfeiffer et al., 2024). The com-
mon technique of pruning is to stop signals from
passing through specific model components using
a binary mask. Where the goal is improving model
performance, the mask will impact components

that contribute negatively to the target task, lan-
guage, or other use cases. Pruning may also be
utilised to discern how localised processing of a
morphosyntactic phenomenon is in the model, and
how generalisable this ability is to other phenom-
ena. In our work, pruning is thus a quantitative
metric to evaluate the cohesion of SHV clusters
and the success of isolating components of a sub-
network encoding the same aspects of linguistic
knowledge.

3 Methodology

3.1 Deriving SHVs

Following Held and Yang (2023), we define SHV
φh, for a single attention head Atth ∈ A1, to rep-
resent the mean performance improvement on the
characteristic function V – as derived from perfor-
mance on the evaluation metric described in Sec-
tion 3.2.2 – if Atth contributes to the inference. To
be able to remove or add attention heads at will, we
augment our target models with a gate Gh = {0, 1}
for each attention head. When Gh = 0, the head
Atth is removed from the inference and does not
contribute to the output of the transformer. The
derivation of φh requires the contribution of the
head Atth to be measured across all Q permuta-
tions of the other gates, see Equation 1.

φh =
1

|Q|
∑

A∈Q
V (A ∪ h)− V (A) (1)

1Representing the set of all attention heads.
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Calculating Equation 1 for all of N attention
heads requires 2N evaluations, which is intractable
with the number of heads language models contain.
We can facilitate the computation through a num-
ber of steps (Ghorbani and Zou, 2020; Held and
Yang, 2023). First, we can replace the full permu-
tation set Q in Equation 1 by a randomly sampled
subset of permutations via Monte Carlo simula-
tions (Castro et al., 2009). Additionally, since SHV
estimates are low-variance and computationally ex-
pensive to derive, we can speed up convergence
by applying stopping criteria. One of these criteria
is a truncation heuristic that determines stopping
the sampling of the marginal contributions of a
head once < 50% of attention heads remain in the
permutation (Held and Yang, 2023).

The other stopping criterion is rooted in multi-
armed bandit sampling. We want to stop sampling
the marginal contributions of a head Atth when
we reach a decrease in the variance range in the
approximated φ̂h of Atth. A low variance range in-
dicates that we can be fairly confident in the degree
of impact Atth has for the characteristic function
V . Our confidence interval is derived by Empiri-
cal Bernstein Bounds variance estimation (Maurer
and Pontil, 2009). Given t samples with observed
variance σt and a maximum variance range of R,
the difference between the observed mean µ̂ and
the true mean µ falls in range given by Equation 2
(Mnih et al., 2008) with a probability of 1− δ.

|µ̂− µ| ≤ σt

√
2 log(3/δ)

t
+

3R log(3/δ)

t
(2)

Sampling stops when the bound is less than
|µ− 0| as this identifies the SHV as positive or
negative with probability 1 − δ, which is an ef-
ficient way to determine which heads contribute
positively to the target task. Following Held and
Yang (2023), we set R = 1 and δ = 0.1.

3.2 Experimental Setup
In the following, we introduce our experimental
setup, including the dataset we use, the target task
to derive SHVs, and our fine-tuning setup.

3.2.1 BLiMP Dataset
The Benchmark of Linguistic Minimal Pairs
(BLiMP) is a challenge set for English that aims to
measure the amount of linguistic knowledge lan-
guage models have on a range of morphosyntactic
phenomena (Warstadt et al., 2020). Constructions

are organised into 67 minimal pair paradigms each
containing 1,000 sentence pairs, and the individual
paradigms are organised into 13 larger categories
(see Table 1).2 While similar datasets exist for Chi-
nese with 38 (Song et al., 2022), for Japanese with
39 (Someya and Oseki, 2023), and Russian with
45 individual paradigms (Taktasheva et al., 2024),
BLiMP is the largest in its category.

3.2.2 Grammaticality Judgement Task
We define the evaluation metric mentioned in Sec-
tion 3.1 for the SHV derivation as accuracy on a
custom grammaticality judgement task: a classi-
fier has to output a binary label signifying which
element of a sentence pair (s1, s2) is grammati-
cal. The same metric is used to derive pruning
performance. Both sentences are drawn from the
same BLiMP paradigm p, member of the set of all
paradigms P , p shuffled prior to the selection of
(s1, s2). Shuffling is done to facilitate the classi-
fier focusing on the underlying morphosyntactic
phenomenon represented – or violated – in the sen-
tences, as opposed to merely the surface features
of (s1, s2).

The performance of the classifier is measured
in terms of accuracy, and it assigns label 0 or 1,
depending on if s1 or s2 is grammatical:

BinaryClass(s1, s2) =

{
0 if s1 is grammatical,
1 if s2 is grammatical.

The advantage of this novel task formulation is
that – unlike other approaches such as simple text
edits – it can flexibly incorporate morphosyntactic
phenomena where the grammatical and ungram-
matical sentences differ in more than a single word
(see e.g., ELLIPSIS or ISLAND EFFECTS in Table
1).

3.2.3 Fine-Tuning Setup
We carry out our experiments and our analysis us-
ing the monolingual English models BERT (De-
vlin et al., 2019) and RoBERTa (Liu et al., 2019).
BERT has 110 million parameters and was trained
on 16GB of data, while RoBERTa has 125 million
parameters and was trained on 160GB. We follow
Held and Yang (2023) in deriving SHVs (see Sec-
tion 3.1). However, rather than fully fine-tuning
our target model weights for the target task, we use

2For a full list of paradigms, see Appendix A.
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Figure 2: Clustering is done to try to optimise inertia
and cluster count, resulting in an attempt at 10 clusters.

low-rank adapters (LoRA; Hu et al. 2021) imple-
mented with the PEFT library.3 The main advan-
tages of LoRA modules are their speed of training,
and, more importantly, that they merely emphasise
information that is already present in the original
weights as opposed to reshaping the original model
weights (Hu et al., 2021). This has the added ad-
vantage that it enables us to isolate and evaluate the
pretrained linguistic knowledge of the models we
consider.

We merge a subset of the sentence pairs from
the individual BLiMP paradigms p ∈ P to create
the training set for training LoRA and the classifier,
and merge a smaller subset of pairs as a develop-
ment set. For each p, 800 pairs go to the training
set, and 100 pairs are assigned to the development
set. After splitting the sentence pairs – but before
merging into the training and development sets –
we permute the set of ungrammatical sentences
to avoid exact minimal pairs in order to better fo-
cus on the underlying grammatical construction
(see Section 3.2.2). Finally, we shuffle the order
of grammatical and ungrammatical sentences to
create appropriate binary training examples, and
merge the selections into the training and develop-
ment sets. We retain the remaining 100 sentence
pairs per paradigm to derive paradigm-specific at-
tributions.

3.3 Interpretation

In this section, we describe the way we cluster
BLiMP paradigms using SHVs, followed by how
we interpret these clusters both with qualitative and
quantitative means to assess how successfully we

3See https://huggingface.co/docs/peft/index.
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Figure 3: Mean ∆ accuracy values drop in a near-linear
fashion when pruning up to the top n heads across
paradigms

can identify subnetworks encoding specific linguis-
tic knowledge across BERT and RoBERTa.

SHVs represent the mean marginal contribu-
tions of each attention head to the performance
on the grammaticality judgement task defined in
Section 3.2.2. For each BLiMP paradigm p ∈ P ,
these SHV attributions are represented as vectors
vp ∈ Rd where d is 144, i.e., the count of all atten-
tion heads in BERT and RoBERTa. We scale these
vectors and cluster them using k-means clustering,
grouping paradigms together based on how simi-
larly the individual attention heads contribute to
processing the target constructions. We decide an
optimal number of clusters k by calculating inertia
(see Figure 2). Based on empirical results, we pick
k = 10, a small enough number to also facilitate
in-depth analysis.

The goal of our qualitative, linguistic analysis is
to understand the potential links between diverse
paradigms that are clustered together, thus vali-
dating how successfully we identified the subnet-
works responsible for these constructions. BLiMP
paradigms are assigned into one of twelve cate-
gories reflecting morphosyntactic phenomena (see
Table 1). On the highest level, our qualitative analy-
sis is guided by the category membership of the in-
dividual paradigms – clusters containing paradigms
from the same BLiMP category are likely to be
cohesive in terms of morphosyntactic phenomena
they represent. Clusters may be cohesive, however,
even where category membership is not homoge-
neous. Categories may represent aspects of some of
the same morphosyntactic phenomena – like how
both BINDING THEORY and ANAPHOR AGR. are
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Figure 4: Distribution of baseline accuracy levels with-
out pruning across the BERT and RoBERTa models.

concerned with the distribution of anaphors with
respect to their antecedents. Category-level analy-
sis can be complemented well by a sentence-level
one.

Our quantitative analysis relies on pruning. We
generate binary masks for each p paradigm, mask-
ing the top n attention heads in terms of their SHV,
then apply this mask across all other paradigms
P . We do this to evaluate how cohesive the result-
ing clusters are, i.e., to what degree they represent
that the language model has to apply some of the
same set of morphosyntactic knowledge to pro-
cess paradigms of the cluster. It stands to reason
that if the cluster is well-defined, pruning using
masks within cluster should have a larger impact
than when utilising these masks for paradigms that
are out-of-cluster. This is because out-of-cluster
paradigms likely do not require the same set of mor-
phosyntactic knowledge that is encoded in the rele-
vant attention heads. As Figure 3 shows, pruning
the top 10 heads already results in a large impact
on accuracy across various paradigms. Since we
target only 7% of all heads, we can observe how
much of the processing of the various phenomena
is localised as opposed to distributed more widely
in the language model. This way we can verify how
successfully we isolated the relevant components
of a given subnetwork.

4 Results

We cluster the BLiMP paradigms into 10 individual
clusters using the k-means algorithm based on the
SHV vectors across BERT and RoBERTa. While

4There are two different Binding clusters in BERT, the
paradigms in the smaller cluster are underlined.

BLiMP Paradigm Linguistics Term M

N
PI

C
lu

st
er

NPI present (1)

NPI LICENSING

♢
NPI present (2) ♦
NPI scope (‘only’) ♦
NPI scope (sentential negation) ♢
NPI licensor present (‘only’) ♢

" (matrix question) ♢
" (sentential negation) ♢

Irregular past participle verbs IRREGULAR FORMS ♦

Is
la

nd
E

ff
ec

ts

Adjunct island

ISLAND EFFECTS

♢
Complex NP island ♢
Coordinate structure constraint
(complex left branch)

♢

" (object extraction) ♦
Left branch island (simple question) ♢
Left branch island (echo question) ♢
Wh-island ♦

Q
ua

n-
tifi

er
s Superlative quantifiers 1

QUANTIFIERS
♢

Superlative quantifiers 2 ♢

B
in

di
ng

*

Anaphor gender agreement ANAPHOR AGR. ♦
Animate subject trans. S-SELECTION ♦
Principle A (case 1)

BINDING

♦
" (domain 1) ♢
" (domain 2) ♢
" (domain 3) ♢
" (c-command) ♢

Fi
lle

r-
G

ap

Ellipsis N-bar (2) ELLIPSIS ♦
Existential ‘there’
(subject raising) CONTROL/RAISING

♦

Tough vs raising (2) ♦
Principle A (case 1)

BINDING

♦
" (case 2) ♢
" (reconstruction) ♢

Wh-questions (object gap)

FILLER-GAP DEP.

♢
" (subject gap) ♢
"

(subject gap, long distance)
♢

Wh vs ‘that’ (no gap) ♢
" (no gap, long distance) ♢

W
h

vs
‘T

ha
t’ Inchoative

ARG. STRUCTURE
♦

Intransitive ♦
Tough vs raising (1) CONTROL/RAISING ♦
Wh vs ‘that’ (with gap)

FILLER-GAP DEP.
♢

" (with gap, long distance) ♢

Table 2: Clusters that emerge in both models with shared
paradigms marked with ♢. A subset of paradigms only
appear in in BERT (♦) or RoBERTa (♦). Clusters are
named by the authors based on majority membership.4

BLiMP Paradigm Linguistics Term M

D
et

.-N
ou

n
C

lu
st

er

Determiner-noun agr. (1)

DET.-NOUN AGR.

♦
" (2) ♦
" (irregular, 1) ♦
" (irregular, 2) ♦
" (with adjective, 1) ♦
" (with adjective, 2) ♦
" (with adjective,

irregular 1)
♦

" (with adjective,
irregular 2)

♦

Distractor agreement
(relational noun)

SUBJECT-VERB AGR.
♦

Regular plural subject-verb agr. (1) ♦
Regular plural subject-verb agr. (2) ♦
Transitive ARG. STRUCTURE ♦

Table 3: Paradigms in the Det.-Noun Cluster in
RoBERTa (♦).
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Figure 5: Impact in terms of ∆ in accuracy in-cluster
versus out-of-cluster across six BERT clusters when
pruning the top 10 attention heads. Asterisks (*) show
where the difference in distribution of the delta values
is significant at α ≤ 0.001 after applying Bonferroni
correction (Dunn, 1961) (see Appendix D).

clustering is stochastic, independent runs of the
algorithm do not seem to differ significantly from
one another.5 As Table 2 demonstrates, six of the
ten clusters show significant correspondence across
the two language models. Some clusters, however,
are less generalisable across the two models. The
RoBERTa cluster in Table 3 contains paradigms
representing a number of diverse linguistic phenom-
ena, and the BERT cluster featuring DET.-NOUN

AGREEMENT paradigms contains an even wider
range of constructions.6

Figure 5 compares the relative impact of pruning
in- and out-of-cluster across the BERT clusters in
Table 2, i.e., the ones that have related RoBERTa
clusters. This impact is measured in the change (∆)
from the baseline values in terms of accuracy on
the grammaticality judgement task when pruning
the top 10 attention heads. When in-cluster pruning
in general results in a more dramatic negative ∆
than pruning out-of-cluster, we can surmise that
the top 10 attention heads contribute significantly
to the processing of the target paradigms, thus we
successfully identified the most important parts of
a subnetwork. In other cases, e.g., the Island or
Quantifiers cluster, either the target phenomenon
is not localised enough for the top 10 heads to
cause a significant impact, or the clusters are not
homogeneous or exclusive enough with respect to
the phenomena they contain.

5See Appendix B for analysis.
6See all clusters in Appendix C.

5 Discussion

In the following, we discuss our most important
findings regarding the clusters created via SHV
attributions. The membership of these clusters in-
dicates which morphosyntactic phenomena are pro-
cessed using the same subnetworks by BERT and
RoBERTa, thus showing how the models generalise
over these constructions.

Consistency across models Cluster membership
across the BERT and RoBERTa models largely
corresponds between the majority – 6 out of 10 –
of the clusters (see Table 2).

Successful grouping of linguistic categories In
many cases, BLiMP paradigms from the same lin-
guistic categories appear in their own clusters. This
is especially true for the clusters that are consistent
across the language models. For instance, NPI LI-
CENSING or BINDING paradigms mostly appear
in their NPI or Binding cluster, respectively (see
Table 2). DET.-NOUN AGR. paradigms are in their
own – though less homogeneous – cluster in the
RoBERTa model (Table 3) and the BERT model as
well (see Table 7 in Appendix C).

Common ground across linguistic categories
While clusters do tend to collect BLiMP paradigms
from the same categories, exceptions, i.e., the pres-
ence of paradigms from other linguistic categories,
can often be explained by linguistic analysis. Take
the Filler-gap cluster (Table 2). Paradigms in
FILLER-GAP DEP. typically represent the fronting
of linguistic material that can be analysed to have
originated in a different clause (1). Similarly, rel-
evant CONTROL/RAISING (2) and BINDING (3)
paradigms also deal with the licensing of raised
material. Finally, ELLIPSIS can be analysed as a
link between an antecedent and consequent clause
which allows the omission of linguistic material (e
in 4).7

(1) Wayne has revealed who/*that most hospi-
tals admired t.

(2) There was bound/*unable to be a fish es-
caping.

(3) It’s himself that this cashier attacked t /*It’s
himself that attacked this cashier.

7The symbol t for trace is used as a convention to indicate
where the raised material originates from, while e represents
the omitted material.
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(4) This print scares a lot of busy senators and
Benjamin scares a few e /*This print scares
a lot of senators and Benjamin scares a few
busy.

The Binding cluster contains BLiMP paradigms
related to phenomena concerning anaphors. BIND-
ING paradigms represent the various licensing re-
strictions of anaphors which is often represented by
the presence or lack of gender agreement between
the anaphor and the antecedent noun (5), similarly
to the relevant ANAPHOR AGR. paradigm (6).

(5) Gina explains Alan fires himself/*Alan ex-
plains Gina fires himself.

(6) A girl couldn’t reveal herself/*himself.

Finally, the DET.-NOUN AGR. and SUBJECT-
VERB AGR. paradigms in the RoBERTa cluster in
Table 3 are connected by the fact that both phenom-
ena concern number agreement (7a and 7b).

(7) a. Raymond is selling this
sketch/*sketches.

b. The students/*student perform.

Linguistic knowledge is often strongly localised
The difference between in-cluster and out-of-
cluster pruning impact on ∆ accuracy indicates
we identified the majority of attention heads repre-
senting the full construction-specific subnetwork
(see Figure 5). In a subset of cases this is not the
case: either the subnetwork is larger, or the relevant
knowledge is more widely distributed across model
components. Three out of the six clusters show a
significant difference between in-cluster and out-of-
cluster ∆ accuracy. This is very unlikely to occur
randomly: in our experiments with 125 random
clusters of varying sizes, we found it to happen
only in two cases.

Different degrees of sensitivity between mod-
els SHVs prove useful to cluster related BLiMP
paradigms into clusters, but it is clear that the
RoBERTa model is somewhat more discerning with
regards to morphosyntactic phenomena. In the case
of BERT, 25 of all 67 paradigms are assigned to
a single cluster representing 9 different linguistic
categories (see BERT 3 in Table 7, Appendix C).
RoBERTa has no such cluster that collects this num-
ber of unrelated linguistics constructions. The dis-
crepancy between the two language models may
lie in the comparably higher degree of linguistic
knowledge obtained by RoBERTa thanks to the

fact that it is pretrained on vastly more data than
BERT for more training steps, and that it has more
model parameters (see Section 3.2.3). This is also
shown how its performance surpasses BERT on
many metrics (Liu et al., 2019).

These points show that language models en-
code at least a subset of all morphosyntactic
knowledge in subnetworks that our methodology
can identify. This enables us to evaluate the
generalisation abilities of language models
between related linguistic constructions. We can
additionally find that the success of generalisation
is impacted by the depth of pretraining, i.e., the
size of pretraining data and the number of training
steps.

6 Conclusion

We apply intrinsic probing on two commonly used
language models, BERT and RoBERTa, in order
to investigate how linguistic knowledge is repre-
sented and organised internally. We show that attri-
butions based on SHVs can be used to identify at-
tention heads of subnetworks that generalise across
related morphosyntactic phenomena, and allow us
to carry out a linguistically grounded analysis. In
this, we showcase that SHVs are well-suited to pro-
vide linguistically interpretable insights into the
inner workings of language models, beyond the
task-specific investigations carried out by Held and
Yang (2023). Additionally, our pruning analysis
demonstrates that in many cases, the identified at-
tention heads are crucial components of the iden-
tified subnetworks; we find that switching these
attention heads off severely impacts the grammati-
cality judgement of the language models. In future
work, our methods can prove valuable in describing
subnetworks specific to linguistic knowledge in lan-
guage models. This might be particularly valuable
in cross-lingual settings.

Limitations

A major limitation for our work is the difficulty
of scaling it to new languages and to new lan-
guage models. First, the coverage of datasets of
linguistic minimal pairs for languages other than
English lags behind that of BLiMP. Next, linguisti-
cally grounded clustering analysis requires an in-
depth understanding of the specific morphosyntac-
tic phenomena in a language, as well as consider-
able manual effort. This effort is a bottleneck on
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how readily the analysis can be carried out for other
language models and, of course, other languages.
Additionally, sentences in the BLiMP dataset are
generated from expert templates using a predefined
vocabulary, which means they tend to be semanti-
cally empty as well as heavily formulaic. However,
since this is true for both grammatical and ungram-
matical sentences, this fact is not likely to cause
problems for our attributions. Furthermore, the
derivation of SHVs requires the use of sampling
techniques and truncation heuristics to make com-
putation tractable. These techniques introduce un-
certainty, which means there is a slight chance they
might influence the accuracy of the attribution pro-
cess. Moreover, the binary gates used to zero atten-
tion head activations may harm model performance
since these zero-values are out-of-distribution for
the language model. This means the actual im-
portance of attention heads somewhat difficult to
discombobulate from the impact of the zero ab-
lations. Finally, we are carrying out attributions
on the level of the attention head, rather than on
the level of the neuron. This improves tractability
and facilitates the qualitative analysis, but it may
result in a loss of granularity. In future work, it
might be worth exploring what we can gain from
neuron-level attributions.
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A All BLiMP Paradigms

See Table 4 for a list of all minimal pair paradigms
and examples in the BLiMP dataset (Warstadt et al.,
2020), organised into their relevant linguistic cate-
gories.

B Cluster Purity

Clusters Purity: µ (σ)
BERT REFERENCE

BERT clusters 0.497 (0.045)
RoBERTa clusters 0.530 (0.046)
Random clusters 0.277 (0.027)

ROBERTA REFERENCE

BERT clusters 0.532 (0.044)
RoBERTa clusters 0.765 (0.063)
Random clusters 0.285 (0.028)

Table 5: Mean (µ) purity scores and standard deviations
(σ) across k-means runs measured against our BERT
and RoBERTa reference clusters. Each purity score
represents comparison with 100 individual runs, within-
model comparisons are underlined.

Since k-means clustering is a stochastic process,
SHV clusters may differ between runs of the algo-
rithm. We focus on showing how qualitative and
quantitative analysis can reveal shared patterns be-
tween clusters in general, thus ensuring clustering
consistency is not our goal. Nevertheless, we eval-
uate do carry out intrinsic evaluation of the method
using purity as a metric. Given N data points, a
set of clusters Ω = {ω1, ω2, . . . , ωK}, and a set of
classes C = {c1, c2, . . . , cJ}, purity is calculated
through assigning each cluster to the class most fre-
quent in the cluster, and then measuring the number
of correctly assigned data points divided by N , see
Equation 3.

purity(Ω,C) =
1

N

∑

k

maxj |ωk ∩ cj | (3)

Purity falls between 0 (no match between clus-
ters) and 1 (perfect match), and it is typically calcu-
lated against a gold standard cluster set. As we do
not have gold clusters, we measure the purity using
reference clusters for both BERT and RoBERTa
(see the clusters in Section 4). Since cluster labels
may also change between runs, we cannot simply
use cluster IDs as gold labels even using the ref-
erence clusters. Instead, we aim to align clusters
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BLiMP Paradigm Grammatical/Ungrammatical Examples
ANAPHOR AGR.

Anaphor gender agreement A girl couldn’t reveal herself/*himself.
Anaphor number agreement Thomas complained about himself/*themselves.

ARG. STRUCTURE

Causative Aaron breaks/*appeared the glass.
Drop argument Travis is touring/*Travis is revealing.
Inchoative Patricia had changed./*Patricia had forgotten.
Intransitive The screen does brighten/*resemble.
Passive 1 Tracy isn’t fired/*muttered by Jodi’s daughter.
Passive 2 Steve isn’t disliked/*lied.
Transitive Diane watched/*screamed Alan.

BINDING

Principle A (c-command) A girl that wouldn’t watch Omar questions herself/*himself.
" (case 1) The teenagers explain that they/*themselves aren’t breaking all glasses.
" (case 2) Eric imagines himself taking every rug/*Eric imagines himself took every rug.
" (domain 1) Carla had explained that Samuel has discussed her/*herself.
" (domain 2) James says Kayla helped herself/*himself.
" (domain 3) Gina explains Alan fires himself/*Alan explains Gina fires himself.
" (reconstruction) It’s himself that this cashier attacked/*It’s himself that attacked this cashier.

CONTROL/RAISING

Existential ‘there’ (object raising) Frank judged /*compelled there to be a photograph of Michael looking like Sherry.
" (subject raising) There was bound to be a fish escaping/*There was unable to be a fish escaping.

Expletive ‘it’ object raising This cashier had ascertained/*can’t press it to be not so interesting that Anna painted.
‘Tough’ vs raising (1) Julia wasn’t fun/*unlikely to talk to.

" (2) Bruce was sure/*annoying to remember Gerald.
DET.-NOUN AGR.

Determiner-noun agreement (1) Raymond is selling this sketch/*sketches.
" (2) Tracy passed these/*this art galleries.
" (irregular 1) The driver reveals these/*this mice.
" (irregular 2) Natalie describes this/*these child.
" (with adjective 1) Many men have these messy cups/*cup.
" (with adjective 2) Donna might hire this/*these serious actress.
" (with adjective, irregular 1) Heidi returns to that big woman/*women.
" (with adjective, irregular 2) Denise did confuse that/*those important women.

ELLIPSIS

Ellipsis N-bar (1) This print scares a lot of busy senators and Benjamin scares a few/*This print scares a lot of senators and Benjamin scares a few busy.
" (2) Vincent wore one shirt and Matt wore some big shirt/*Vincent wore one hidden shirt and Matt wore some big.

FILLER-GAP DEP.
Wh-questions (object gap) Joel discovered the vase that Patricia might take/*Joel discovered what Patricia might take the vase.

" (subject gap) Leslie remembered some guest that has bothered women./*Leslie remembered who some guest has bothered women.
" (subject gap, long distance) Regina sees that candle that Steve lifts that might impress every doctor./*Regina sees who that candle that Steve lifts might impress every doctor.

Wh vs ‘that’ (no gap) Mark figured out that/*who most governments appreciate Steven.
" (no gap, long distance) Eva discovered that/*who all pedestrians that have performed upset Candice.
" (with gap) Wayne has revealed who/*that most hospitals admired.
" (with gap, long distance) Kenneth investigated who/*that the cashiers that perform cared for.

IRREGULAR FORMS

Irregular past participle (adjectives) The broken/*broke mirrors were blue.
" (verbs) The Borgias wore/*worn a lot of scarves.

ISLAND EFFECTS

Adjunct island Who should Derek hug after shocking Richard?/*Who should Derek hug Richard after shocking?
Complex NP island What can’t a guest who would like some actor argue about?/*What can’t some actor argue about a guest who would like?
Coordinate structure constraint (complex left branch) Which teenagers had Tamara hired and Grace fired?/*Which hard Tamara hired teenagers and Grace fired?

" (object extraction) What had Russel and Douglas attacked?/*What had Russel attacked and Douglas?
Left branch island (echo question) Irene had messed up whose rug?/*Whose had Irene messed up rug?

" (simple question) Whose museums had Dana alarmed?/*Whose had Dana alarmed museums?
Sentential subject island Who should pedestrians’ curing Deanna scare/*Who should pedestrians’ curing scare Deanna.
Wh-island Who isn’t Craig realising he/*who kisses?

NPI LICENSING

NPI licensor present (matrix question) Had Bruce ever played? / *Bruce had ever played.
" (‘only’) Only/*Even Bill would ever complain.
" (sentential negation) Teresa had not/*probably every sold a movie theater.

NPI present (1) Even Suzanne has really/*ever joked around.
" (2) Tamara really/*ever exited these mountains.

NPI scope (‘only’) Only many people who George likes ever clashed./*Many people who only George likes ever clashed.
" (sentential negation) Every coat that did scare Nina has not ever wrinkled/*Every coat that did not scare Nina has ever wrinkled.

QUANTIFIERS

Existential ‘there’ quantifiers (1) There was a/*each documentary about music irritating Allison.
" (2) All dancers are there talking to Pamela./*There are all dancers talking to Pamela.

Superlative quantifiers (1) No girl attacked fewer/*at most than two waiters.
" (2) The/*No hospital had fired at most four people.

S-SELECTION

Animate subject (passive) Lisa was kissed by the boys/*blouses.
" (transitive) Phillip/*This pasta can talk to those waitresses.

SUBJECT-VERB AGR.
Distractor agreement (relational noun) A story about the Balkans doesn’t/*don’t irritate a person.

" (relative clause) Boys that aren’t disturbing Natalie suffer/*suffers.
Irregular plural subject verb agreement (1) This goose isn’t/*weren’t bothering Edward.

" (2) The people/*person conspire.
Regular plural subject verb agreement (1) The cups alarm/*alarms Angela.

" (2) The students/*student perform.

Table 4: A list of all BLiMP minimal pair paradigms and examples, organised according to their respective linguistic
categories.
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using the Hungarian (or Kuhn-Munkres) algorithm
that matches clusters by maximising shared data-
points between them.

Table 5 shows purity scores between BERT and
RoBERTa clusters and three sets of 100 different
cluster sets: these include other runs of k-means
clustering on the BERT and RoBERTa SHVs, and
randomly assigned clusters. It is clear that the co-
hesion of clusters as measured in terms of purity
across and within models far exceeds the cohesion
between the reference clusters and the random clus-
ters.

C All Clusters

See Tables 6 and 7 that list all BERT and RoBERTa
clusters, representing both matching and (under-
lined in the tables) and not matching ones.

D T-Test on Pruning In- and
Out-of-Cluster

Cluster T-stat. P-value

NPI −4.809 1.12e−05
Island 0.995 0.329
Quantifiers −2.053 0.113
Binding −8.719 7.97e−11
Filler-gap −4.885 2.94e−06
Wh vs ‘that’ −1.855 0.157

Table 8: Results of the T-test between in-cluster and
out-of-cluster pruning with the BERT model.

Table 8 shows T-test statistics and P-values –
adjusted using the Bonferroni correction (Dunn,
1961) – between accuracy changes in the in-cluster
and out-of-cluster pruning of relevant clusters with
the BERT model. The NPI, Binding, and Filler-
gap clusters pass the T-test, i.e., the differences
between the distribution of in- and out-of-cluster
values are statistically significant. This indicates
a more drastic consequence of pruning within
BLiMP paradigms in these clusters than when us-
ing prune masks from paradigms outside of the
clusters.

This is not the case in the other three clusters.
However, both the Quantifiers and Wh vs ‘that’
clusters contain only 2-2 paradigms, meaning that
in-cluster pruning involves only four datapoints.
This makes the success of any statistical analysis
questionable. Finally, the Island cluster contains

only 5 out of 8 ISLAND EFFECTS paradigms. Addi-
tionally, it is also possible that the attention heads
responsible for processing these paradigms are not
so well localisable as with other paradigms. This
may reduce the impact of pruning only the top 10
attention heads.

E Glossary of Linguistic Terms

In this section, we include a glossary of some lin-
guistic terms relevant to BLiMP that merit defini-
tion.

Anaphors and binding theory Binding theory
conditions the distribution of nominals, particularly
pronouns and anaphors, i.e., reflexive pronouns
(Asudeh and Dalrymple, 2006). The main con-
straint occurs with respect to a potential antecedent
nominal that co-refers with the target nominal. In
the following discussion, this co-reference is sig-
nalled by indexing with i and j. Anaphors can only
occur if there is a valid antecedent in the sentence,
see the example in (5) restated in (8):

(8) Ginai explains Alanj fires himselfj .

Pronouns can have a valid antecedent but not in
the same clause as them:

(9) Ginai explains Alani fires heri.

Control and raising Both constructions involve
a noun phrase (NP) in a main clause determining a
covert reference of a subject of a subordinate clause.
The key difference is that under raising this main
clause NP (in M ) receives its semantic role from
the verb of the subordinate clause ‘expected’ (in
S), see in (10). Under control, on the other hand,
the NP receives its semantic role from the verb of
the main clause ‘persuaded’ (11).

(10) [M The teacher expected the students ]M
[S to help the visitors ]S .

(11) [M The teacher persuaded the students ]M
[S to help the visitors ]S .

In practice, however, both constructions involve
a subordinate that is seemingly lacking a subject
(Dubinsky and Davies, 2006).

Ellipsis Ellipsis refers to the "omission of lin-
guistic material, structure, and sound" (Winkler,
2006). Certainly ellipsis is not an unbounded phe-
nomenon, and typically the omitted material stands
in a co-reference relation with some overt element
in the sentence.

862



BLiMP Paradigm Linguistics Term M

N
PI

C
lu

st
er

NPI present (1)

NPI LICENSING

♢
NPI present (2) ♦
NPI scope (‘only’) ♦
NPI scope (sentential negation) ♢
NPI licensor present (‘only’) ♢

" (matrix question) ♢
" (sentential negation) ♢

Irregular past participle verbs IRREGULAR FORMS ♦

Is
la

nd
E

ff
ec

ts

Adjunct island

ISLAND EFFECTS

♢
Complex NP island ♢
Coordinate structure constraint (complex left branch) ♢

" (object extraction) ♦
Left branch island (simple question) ♢
Left branch island (echo question) ♢
Wh-island ♦

Q
ua

n-
tifi

er
s Superlative quantifiers 1

QUANTIFIERS
♢

Superlative quantifiers 2 ♢

B
in

di
ng

*

Anaphor gender agreement ANAPHOR AGR. ♦
Animate subject trans. S-SELECTION ♦
Principle A (case 1)

BINDING

♦
" (domain 1) ♢
" (domain 2) ♢
" (domain 3) ♢
" (c-command) ♢

Fi
lle

r-
G

ap

Ellipsis N-bar (2) ELLIPSIS ♦
Existential ‘there’ (subject raising)

CONTROL/RAISING
♦

Tough vs raising (2) ♦
Principle A (case 1)

BINDING

♦
" (case 2) ♢
" (reconstruction) ♢

Wh-questions (object gap)

FILLER-GAP DEP.

♢
" (subject gap) ♢
" (subject gap, long distance) ♢

Wh vs ‘that’ (no gap) ♢
" (no gap, long distance) ♢

W
h

vs
‘T

ha
t’ Inchoative

ARG. STRUCTURE
♦

Intransitive ♦
Tough vs raising (1) CONTROL/RAISING ♦
Wh vs ‘that’ (with gap)

FILLER-GAP DEP.
♢

" (with gap, long distance) ♢

B
E

R
T

1

Anaphor gender agreement ANAPHOR AGR. ♦
Distractor agreement (relational noun)

SUBJECT-VERB AGR.
♦

" (relative clause) ♦
Irregular plural subject verb agreement (1) ♦
Existential ‘there’ (object raising)

CONTROL/RAISING
♦

Expletive ‘it’ (object raising) ♦
NPI scope (‘only’) NPI LICENSING ♦
Sentential subject island ISLAND EFFECTS ♦

B
E

R
T

2 Irregular past participle adjectives IRREGULAR FORMS ♦
Passive (1)

ARG. STRUCTURE
♦

Passive (2) ♦

R
oB

E
R

Ta
1 Animate subject (passive)

S-SELECTION
♦

" (transitive) ♦
Passive (1) ARG. STRUCTURE ♦

Table 6: BLiMP paradigms in the relevant BERT (♦) and RoBERTa (♦) clusters. Paradigms that appear in the
clusters of both models are marked with ♢. Clusters without obvious organising principles are marked with model
names and numbers instead of labels.
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BLiMP Paradigm Linguistics Term M

B
E

R
T

3

Anaphor number agreement ANAPHOR AGR. ♦
Animate subject (passive) S-SELECTION ♦
Causative

ARG. STRUCTURE

♦
Drop argument ♦
Inchoative ♦
Intransitive ♦
Transitive ♦
Coordinate structure constraint (object extraction)

ISLAND EFFECTS
♦

Wh-island ♦
Determiner-noun agr. (1)

DET.-NOUN AGR.

♦
" (2) ♦
" (irregular, 1) ♦
" (irregular, 2) ♦
" (with adjective, 1) ♦
" (with adjective, 2) ♦
" (with adjective, irregular 1) ♦
" (with adjective, irregular 2) ♦

Ellipsis N-bar (1) ELLIPSIS ♦
Existential ‘there’ quantifiers (1)

QUANTIFIERS
♦

" (2) ♦
Irregular plural subject-verb agreement (2)

SUBJECT-VERB AGR.
♦

Regular plural subject-verb agreement (1) ♦
" (2) ♦

‘Tough’ vs raising (1)
CONTROL/RAISING

♦
" (2) ♦

D
et

.-N
ou

n
C

lu
st

er
(R

oB
E

R
Ta

) Determiner-noun agr. (1)

DET.-NOUN AGR.

♦
" (2) ♦
" (irregular, 1) ♦
" (irregular, 2) ♦
" (with adjective, 1) ♦
" (with adjective, 2) ♦
" (with adjective, irregular 1) ♦
" (with adjective, irregular 2) ♦

Distractor agreement (relational noun)
SUBJECT-VERB AGR.

♦
Regular plural subject-verb agr. (1) ♦
Regular plural subject-verb agr. (2) ♦
Transitive ARG. STRUCTURE ♦

R
oB

E
R

Ta
2

Anaphor number agreement ANAPHOR AGR. ♦
Causative

ARG. STRUCTURE

♦
Drop argument ♦
Passive (2) ♦
Ellipsis N-bar (1)

ELLIPSIS
♦

" (2) ♦
Irregular past participle (adjectives)

IRREGULAR FORMS
♦

" (verbs) ♦
Irregular plural subject-verb agreement (1)

SUBJECT-VERB AGR.
♦

" (2) ♦
NPI present (2) NPI LICENSING ♦
Sentential subject island ISLAND EFFECTS ♦

R
oB

E
R

Ta
3 Distractor agreement (relative clause) SUBJECT-VERB AGR. ♦

Existential ‘there’ object raising CONTROL/RAISING ♦
Existential ‘there’ quantifiers (1)

QUANTIFIERS
♦

" (2) ♦
Existential ‘there’ subject raising

CONTROL/RAISING
♦

Expletive ‘it’ object raising ♦

Table 7: BLiMP paradigms in the relevant BERT (♦) and RoBERTa (♦) clusters (continued). Paradigms that appear
in the clusters of both models are marked with ♢. Clusters without obvious organising principles are marked with
model names and numbers instead of labels.
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Filler-gap dependencies Also called long-
distance dependencies, ‘filler’ refers to a fronted
element and the ‘gap’ is the position with which it
is semantically or syntactically related (Falk, 2006).
Examples for such dependencies involve wh ques-
tions, exclamatives, topicalisation, cleft, and more,
see the examples in (12).

(12) a. Which painting does the artist believe
the curator said the gallery owner hung
t on the wall?

b. What a painting the artist believes the
curator said the gallery owner hung t
on the wall!

c. This painting, the artist believes the cu-
rator said the gallery owner hung t on
the wall.

d. It is the painting that the artist believes
the curator said the gallery owner hung
t on the wall.

Island effects Under certain (generative) linguis-
tic analyses, various elements of a sentence ma-
terialise in a different location than where they
were generated in (Carnie, 2006). For instance,
wh-movement, i.e., the displacement of a question
word is a common example for this, see (13).

(13) a. Mary does love pineapples.
b. What does Mary love t?

The trace t indicates where the question word
What originated from under the movement anal-
ysis. Islands, on the other hand, are a collection
of constraints on movement. These typically con-
tain restrictions on moving across various clauses.
There are many such constraints, but one exam-
ple is the so-called Coordinate Structure Constraint
that disallows extracting members of a conjunction,
see the examples in (14).

(14) a. I have eaten the salad and the pizza.
b. *What have you eaten the salad and t?
c. *What have you eaten t and the pizza?

NPI Negative Polarity Items (NPI) – like any,
ever, or yet – are words that appear only in a limited
number of contexts. These contexts are among all,
the scope of negation, as complements of negative
predicates, in comparative clauses, in questions,
and in the scope of negative quantifiers and adverbs
such as few/little, rarely, or only (Hoeksema, 2006).
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