2D-DPO: Scaling Direct Preference Optimization
with 2-Dimensional Supervision

Shilong Li*", Yancheng He*, Hui Huang*, Xingyuan Bu*/, Jiaheng Liu,
Hangyu Guo, Weixun Wang, Jihao Gu, Wenbo Su, Bo Zheng
Taobao & Tmall Group of Alibaba
lishilong.aaron@gmail.com, xingyuanbu@gmail.com

Abstract

Recent advancements in Direct Preference Op-
timization (DPO) have significantly enhanced
the alignment of Large Language Models
(LLMs) with human preferences, owing to its
simplicity and effectiveness. However, existing
methods typically optimize a scalar score or
ranking reward, thereby overlooking the multi-
dimensional nature of human preferences. In
this work, we propose to extend the prefer-
ence of DPO to two dimensions: segments
and aspects. We first introduce a 2D supervi-
sion dataset called HelpSteer-2D. For the seg-
ment dimension, we divide the response into
sentences and assign scores to each segment.
For the aspect dimension, we meticulously de-
sign several criteria covering the response qual-
ity rubrics. With the 2-dimensional signals as
feedback, we develop a 2D-DPO framework,
decomposing the overall objective into multi-
segment and multi-aspect objectives. Extensive
experiments on popular benchmarks demon-
strate that 2D-DPO performs better than meth-
ods that optimize for scalar or 1-dimensional

preferences’.

1 Introduction

Recent advancements in Large Language Models
(LLMs) have shown impressive performance across
a wide range of tasks (Zhao et al., 2023; Bai et al.,
2024; Wu et al., 2024a; Li et al., 2024a). A piv-
otal component in LLM training is Reinforcement
Learning from Human Feedback (RLHF) (Ouyang
et al., 2022; Bai et al., 2022), which aligns LLMs
with human preferences. However, due to its com-
plexity, traditional RLHF often leads to challenges
such as training instability and reward collapse
(Wolf et al., 2023; Song et al., 2023).
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Figure 1: An illustrative comparison between vanilla
DPO and 2D-DPO.

Direct Preference Optimization (DPO) (Rafailov
et al., 2023), as a simpler and more effective al-
ternative, has gained considerable attention due
to its ability to bypass the need for explicitly fit-
ting a reward model (Meng et al., 2024; Ethayarajh
et al., 2024). However, most existing DPO-style
approaches rely on scalar scores or rankings and
ignore the multi-dimensional nature of human pref-
erences, resulting in inefficient and imprecise opti-
mization. For instance, a response may be deemed
satisfactory under one aspect such as correctness,
but falls short in another such as clarity. More-
over, not all segments of a response should be
treated uniformly; even in a preferred response,
there may be segments of inferior quality. This
underscores the need for a more nuanced approach
that recognizes the multi-dimensionality of feed-
back and its critical impact on model training.

In response, some recent works have attempted
to leverage signals that are believed to reflect
the importance of individual segments as reward
scores (Zeng et al., 2024; Chan et al., 2024; Jiang
et al., 2024; Chen et al., 2024). However, these sig-
nals are often derived from statistical features such
as edit distance or confidence estimation, which
can introduce noise and lack interpretability. Other
approaches incorporate multi-objective optimiza-
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tion to balance different aspects of human pref-
erences (Wu et al., 2024b; Guo et al., 2023; Cao
et al., 2024). However, these methods mostly rely
on Proximal Policy Optimization (PPO) (Schulman
et al., 2017), which is prone to instability during
training. Furthermore, these efforts only extend
preference optimization from O-dimensional (scalar
reward) to 1-dimensional (aspect/segment) super-
vision, which remains insufficient for capturing the
complexity of real-world human preferences.

To better address the intricacy of human prefer-
ences, we propose 2D-DPO, a novel direct align-
ment strategy that enables 2-dimensional (2D) fine-
grained optimization. Our core idea is to scale su-
pervision signals across two dimensions: segments
and aspects. To this end, we first construct a pref-
erence dataset called HelpSteer-2D, where each
sample is annotated with a 2-dimensional score
matrix evaluating each segment across multiple
aspects. These signals are derived from a robust
model guided by a set of stringent principles, en-
suring the generation of highly accurate and inter-
pretable supervision signals. Building on this, we
propose a novel approach to achieve 2-dimensional
direct preference alignment. Experimental results
on three public benchmarks demonstrate that 2D-
DPO significantly outperforms previous methods.
In summary, our main contributions are threefold:

* We introduce a novel 2-dimensional preference
alignment method, 2D-DPO, which scales super-
vision signals across both segments and aspects
to better align with human preferences.

* We develop a high-quality, fine-grained prefer-
ence dataset, HelpSteer-2D, which will be re-
leased to the community for future research.

» Extensive experiments show that 2D-DPO deliv-
ers superior performance in aligning with human
preferences compared to prior approaches.

2 Related Work

2.1 Preference Optimization

Large language models (LLMs) have advanced
rapidly, with reinforcement learning from human
feedback (RLHF) commonly used to align LLMs
with human preferences (Ziegler et al., 2019; Sti-
ennon et al., 2020; Ouyang et al., 2022; Bai et al.,
2022; Liu et al., 2024b,a; Peng et al., 2023; Feng
et al., 2022). However, traditional RLHF methods
face challenges like instability and high resource

demands (Wolf et al., 2023; Song et al., 2023),
prompting the search for simpler alternatives. One
such representative approach is Direct Preference
Optimization (DPO) (Rafailov et al., 2023), which
optimizes alignment without explicit reward mod-
eling, offering simplicity and stability. Building on
DPO, IPO (Azar et al., 2024) adds a regularization
term to alleviate overfitting. KTO (Ethayarajh et al.,
2024) only requires a binary signal of whether an
output is desirable or undesirable for an input to
align LL.Ms, simplifying the data acquisition pro-
cess. ORPO (Hong et al., 2024) simplifies training
with odds ratio-based penalties, and SimPO (Meng
et al., 2024) improves efficiency by using average
log probability as an implicit reward.

2.2 Token-level Preference Optimization

The response-level rewards in naive PPO and DPO
often lack token-level details. To address this,
researchers have explored fine-grained supervi-
sion signals in three ways: (1) Human annotation:
Methods like PRM (Lightman et al., 2023) and
FGRLHF (Wu et al., 2024b) involve human anno-
tators labeling each segment of the response to gen-
erate fine-grained signals. (2) LLM annotation: To
reduce the cost of human labeling, stronger LLMs
are used to generate preference pairs with minimal
edits (Guo et al., 2023; Chen et al., 2024; Yoon
etal., 2024; Jiang et al., 2024) or to identify positive
and negative response segments (Cao et al., 2024).
(3) Internal signal: Some works use the model’s in-
ternal information as reward signals, such as using
attention scores for token rewards in ABC (Chan
et al., 2024) or decomposing DPO’s response-level
rewards into token-level signals in SePO (Yang
et al., 2024b; Rafailov et al., 2024). TDPO (Zeng
et al., 2024) achieves token-level alignment by con-
trolling the KL divergence for each token.

2.3 Multi-objective Preference Optimization

Human preferences are often complex, diverse,
and even contradictory, making single-dimensional
training insufficient. To address this, some stud-
ies align LLMs with multiple objectives by ei-
ther training separate reward models and averag-
ing their outputs (Pan et al., 2023; Ji et al., 2024;
Rame et al., 2024; de Langis et al., 2024; Wang
et al., 2024a). However, this approach demands
significant computational resources. In contrast,
MODPO (Zhou et al., 2024) offers a simpler, re-
inforcement learning-free method for optimizing
multiple objectives. RiC (Yang et al., 2024c) and
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CPO (Guo et al., 2024) focus on integrating multi-
ple reward values for controllable generation.

3 Approach

In this section, we provide a detailed introduction
to our 2D-DPO approach for aligning LLMs. We
first describe the construction of the 2D preference
dataset in Section 3.1. Then, we present an en-
hanced 2D-DPO formulation that integrates the 2D
supervision signals into the alignment process in
Section 3.2. The complete pipeline of our method
is illustrated in Figure 2.

3.1 Preference Dataset with 2D Signal

In general, a preference optimization dataset, de-
noted as D = {z',y, yi }I¥ |, comprises prompts
x along with a chosen response ¥, and a rejected re-
sponse y;, where y,, is of higher quality compared
to y;. Such datasets are commonly used to train
reward models (e.g., PPO) or directly for model
alignment (e.g., DPO). However, differentiating be-
tween the chosen and rejected responses based on a
scalar score is often coarse and imprecise. The qual-
ity of responses can vary significantly across differ-
ent evaluation aspects, and even a chosen response
might contain segments of low quality, while a
rejected response could include segments of high
quality. Therefore, relying solely on a scalar score
for optimization may restrict the model’s ability to
effectively align with human preferences.

To address this issue, we propose a fine-grained
scoring approach that decomposes the scalar scores
of model responses to segment-level and aspect-
level. The first step is to divide the response into
segments, and the choice of segment length is
crucial for ensuring the effectiveness of the fine-
grained optimization. Segments that are too long
cannot resolve the aforementioned coarse scoring
issues, while segments that are too short pose dif-
ficulties for accurate assessment. Therefore, we
choose the sentence as the scoring unit, which can
strike a balance between scoring accuracy and the
clarity of segment preferences.

After segmenting responses based on typical
sentence-ending punctuations, we employ GPT-4
to perform aspect-level scoring. Following Help-
Steer2 (Wang et al., 2024b), we annotate the pref-
erence data across five key aspects: Helpfulness,
Correctness, Safety, Completeness, Clarity.
The first three aspects are independent of differ-
ent sentences. The aspect of Completeness gen-

erally increases as responses become more com-
prehensive, while Clarity tends to decrease as
responses grow longer and more redundant. To
ensure the integrity of our annotations, we use
separate prompts for each aspect to prevent any
cross-influence among them. For the details of the
annotation process, please refer to Appendix F.
Finally, the constructed dataset is as follows:

D= {z", 4}, 91 }ils
Y = {yqlu,kv {Tfu,k,j}j:ﬁk:p

. . . A S
Yy, = {yll,kv{rll,k,j}j:l}klzl' )

In the dataset D, x* represents the i-th prompt,
while y! and y'li represent the 2D annotations
for the chosen and rejected response, respectively.
Each 2D annotation includes S° text segments, in-
dexed by k, denoted as 3/2- The scores for these
segments are denoted by 7"};7 ;» where j indicates the
index across the aforementioned five aspects.

3.2 2D-DPO

While the construction process of 2D signals is
straightforward, integrating them effectively into
the alignment process presents significant chal-
lenges. Previous approaches mostly utilize these
signals as a scalar reward by weighted summation,
which is insufficient for enabling the model to dis-
tinguish between varying quality across different
dimensions. To address this issue, we propose a
novel alignment method called 2D-DPO.

Vanilla DPO. Direct Preference Optimization
(DPO) (Rafailov et al., 2023), as one of the most
popular alignment methods, proposes a direct opti-
mization objective that satisfies the optimal prefer-
ence policy without using a reward model:

Lppo(Tg; Trep) =

Wﬁ(yw | .73)
- E(x,y“’yyl)ND [loga (B log Tref (Y | )
Blog W)} @)
Tef(yi | ) )]’

where 7y and 7. represent the policy model and
the reference model, respectively. DPO can funda-
mentally be viewed as a multi-armed bandit prob-
lem, where the model’s entire response is treated as
a single arm. According to Rafailov et al. 2023, in
the token-level Markov Decision Process (MDP),
the language model’s Bradley-Terry preference
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Figure 2: Illustration of our proposed 2D-DPO. Firstly, we develop principles for preference annotation on different
aspects, and collect scores across different segments and aspects for pairwise responses, leading to 2-dimensional
signals. Secondly, we apply 2D-DPO on the constructed signals with decomposed training objective.

model can be expressed in the following form:

P =) = (3)
exp (Y, (st a))

exp (LI, r(s2,ap) ) +exp (L

r(shal))’

where 7% and 7! represent the winning and losing
trajectories, respectively. In this context, a repre-
sents the next generated token, and s denotes the
current state, consisting of the prompt along with
all previously generated tokens.

Subsequently, based on the fixed point solution
under the general maximum entropy RL setting
(Ziebart, 2010; Levine, 2018), Rafailov et al. de-
rived the form of DPO in token-level MDP:

Lppo(Te; Tref) = “4)
N-1

at | st
—E |logo leogm(w—w’u;)
!

In the above process, Rafailov et al. combined
Ng et al.’s definition of equivalence between two
reward functions through a potential function and

concluded that 5 log % and r(s;, a;) can

equivalently yield the same optimal policy. Further-

ﬂg (at ‘St)
Tref (at |St)
vantage function A*(s¢, a;). For a detailed deriva-
tion, please refer to Appendix A.2 and A.3.

more, 3 log is precisely the optimal ad-

2D-DPO. With the above conclusions, 2D super-
vision signals can be conveniently integrated into
the alignment process. We achieve the integration
by using the signals to calibrate the token-level ad-
vantage function A(s;, a;) for different segments.
This approach equips the model with a direct per-
ception of fine-grained preferences, avoiding the
ambiguity of holistic rewards.

Specifically, we use the regularized fine-grained
reward r as a coefficient, incorporating it into
the token-level advantage function to obtain
Brlog % which integrates the fine-grained
signals. In practice, this is equivalent to adjusting (3
within the original A(s;, a;). We provide complete
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proof of its feasibility in Appendix A.4.
The token-level DPO incorporating fine-grained
signals is formalized as follows:

L(mg, D) =
Sw—1ng+1lg - (a |S )
—E(ry.+)p logo(B kalogetit
(o) Z Z Tres (af’[sp)
Si—1ng+lg nola |S)
=83 > rilog _molaus:) ®)
S — Tres (af]s})

where n;, represents the first token of the k-th seg-
ment and [, denotes the length of the k-th segment.

For handling multiple aspects, we use a clas-
sic weighted approach for integration, that is,
Twk = WTy, 1, where W represents the weights
that sum up to 1, which reflect the importance
of each aspect during the alignment process, and

f'w,k = {Tw,k,j };1:1-

Segment Selection. The number of segments in
the chosen and rejected responses may differ sig-
nificantly, and typically only the segments with
an impact on response preference need attention.
Therefore, we select the top-N highest-scoring
segments from the chosen response and the top-
N lowest-scoring segments from the rejected re-
sponse, where N = min(S,, S;), further enhances
the efficiency of model alignment training. Ad-
ditionally, we group segments in pairs to provide
clearer contrast during alignment, making it eas-
ier for the model to learn fine-grained differences
between the chosen and rejected responses. These
segments are paired to form N BT models. The
feasibility of this rearrangement is based on the
fact that the loss for a single-segment BT model
can be treated as setting the [3; of other parts to
0, as demonstrated in Appendix A.4. Thus, we
obtain the token-level DPO formula incorporating
fine-grained signals:

Lorous(ms, D) =

A mo(al’|s’)
= E(ry,7)~D [Z logo (5 tznk kalogm
—ﬁnki‘lk i log o215 )] : ©)

Py Tres (af[st)

As a result, we’ve formulated the definitive ob-
jective of 2D-DPO. This training objective allows
for the direct integration of 2-D supervision sig-
nals into the alignment process, enabling LLMs to

discern the different aspects lying in different seg-
ments in the responses, thereby promoting better
alignment with human preferences.

4 Experiments

4.1 Set-up

Benchmark. Our method has been tested on
three widely recognized instruction-following
benchmarks: Arena-Hard (Li et al., 2024b), Al-
pacaEval 2.0 (Dubois et al., 2024), and MT-Bench
(Zheng et al., 2023). Each benchmark comprises a
diverse set of queries, and the answers are evaluated
under the framework of LLM-as-a-Judge (Zheng
et al., 2023). We use gpt-4-turbo-2024-04-09°
as the judge model and the scores are reported fol-
lowing each benchmark’s protocol.

Model. Our method is validated on two models,
Qwen2-7B-Instruct (Yang et al., 2024a) and Llama-
3-8B-Instruct (Al@Meta, 2024). It deserves to be
noticed that both models have undergone extensive
instruction-tuning processes, therefore we directly
perform preference optimization.

Baseline. We mainly compare our method with
O-dimensional preference optimization methods:

e DPO (Rafailov et al., 2023). This method
leverages a mapping between reward func-
tions and optimal policies to optimize the pref-
erence with a single stage of policy training.

* PO (Azar et al., 2024). This method proposes
a theoretically grounded approach method
to replace pairwise preferences in DPO with
pointwise rewards.

* KTO (Ethayarajh et al., 2024). This method
proposes to maximize the utility of genera-
tions from non-paired data directly.

* ORPO (Hong et al., 2024). This method lever-
ages a reference model-free monolithic odds
ratio for contrasting favored and disfavored
styles during the SFT stage.

* SimPO (Meng et al., 2024). This method pro-
poses to use the average log probability of a
sequence as the implicit reward, which elimi-
nates the need for a reference model.

We also compare our method with the following
1-dimensional preference optimization method:

2https: //platform.openai.com/docs/models/
gpt-4-turbo-and-gpt-4
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Policy Model | Methods Arena-Hard AlpacaEval 2.0 MT-Bench

WR (%) Avg. Len 95% CI |LC (%) WR (%) Avg. Len | Turn1 Turn 2 Avg. Score

Base 25.10 583  (-2.1,2.0)| 30.68 28.32 1862 8.01  6.61 7.31

+ DPO 29.40 578  (-1.8,1.9)| 29.07 26.83 1996 8.11 645 7.28

+IPO 26.50 556  (-2.2,2.2)| 28.70  26.58 1940 790  6.53 7.21

Qwen2-7B + KTO 26.10 518  (-2.1,2.5)| 26.46 23.00 1730 8.11 6.40 7.26

Instruct + ORPO 25.40 573 (-2.2,1.8)| 28.58 27.70 1936 8.09 6.52 7.31

+ SimPO 29.00 539  (-1.9,2.4)| 2994  27.70 1904 8.06 6.50 7.28

+ TDPO 25.90 564  (-2.0,2.4)| 29.81 27.33 1896 8.05 646 7.26

+ ID-DPO | 29.80 574 (-24,22)| 31.07 28.70 1951 8.13 6.48 7.31

+2D-DPO| 30.30 586  (-1.9,2.4)| 31.51 28.94 1994 8.18 6.68 7.43

Base 25.40 599  (-2.2,2.4)| 27.08 26.96 1959 7.66  6.84 7.25

+ DPO 25.90 567  (-1.9,2.2)| 31.68 30.31 1883 7.64  6.60 7.20

+IPO 24.80 548  (-2.2,1.8)| 29.69 28.57 1891 773  6.75 7.24

Llama3-SB + KTO 25.20 507  (-1.9,2.4)| 27.95 27.08 1835 7.65  6.65 7.15

Instruct + ORPO 25.60 537  (-1.7,1.9)| 29.19 28.57 1892 775  6.68 7.22

+ SimPO 26.30 552 (-1.8,2.2)| 31.55 30.19 1879 796  6.70 7.33

+ TDPO 23.40 566  (-1.7,1.8)| 28.57 26.96 1881 795  6.80 7.38

+ ID-DPO | 26.70 563 (-2.3,1.8)| 31.78 30.19 1893 798  6.74 7.34

+2D-DPO| 27.00 554  (-1.9,2.0)| 32.06 30.56 1884 8.04 6.84 7.44

Base 3.00 478  (-0.6,0.7)| 5.84 4.78 1086 571 451 5.11

Llama3-SB + DPO 3.70 447  (-0.7,0.7)| 8.10 5.65 1035 6.00 441 5.21

“SFT + SimPO 3.40 479  (-0.7,0.7)| 6.30 6.71 1675 6.11 5.03 5.57

+ TDPO 4.40 438  (-0.7,0.8)| 9.21 6.02 981 6.11 4.80 5.46

+2D-DPO| 6.90 423 (-0.9,1.2)| 10.93 7.02 1122 618 5.14 5.66

Table 1: Experiment results of different preference optimization methods on instruction-following benchmarks. We
report the results on each benchmark based on their recommended metrics.

* TDPO (Zeng et al., 2024). This method pro-
poses to control the KL divergence constraints
for each token, aiming to strike a better bal-
ance between alignment and diversity.

Our method is evaluated under two configura-
tions — 1D-DPO and 2D-DPO. 1D-DPO only in-
corporates a single aspect (helpfulness) as sig-
nals while 2D-DPO uses all five aspects.

Training. We perform preference optimization
based on HelpSteer-2D, which is constructed based
on HelpSteer2 (Wang et al., 2024b). We leverage
gpt-40-2024-05-133 to generate 2-dimensional
scores which align with our requirements.

To make a fair comparison, all methods are com-
bined with SFT loss with a coefficient of 0.1 except
for ORPO*. The other hyper-parameters are tuned
to achieve an optimal performance for each method.
Please refer to Appendix B.1 for more details.

3https ://platform.openai.com/docs/models/
gpt-4o0
*ORPO is conducted with SFT loss originally.

4.2 Main Results

The primary results are shown in Table 1. As can
be seen, our proposed 2D-DPO outperforms exist-
ing methods across all three benchmarks, verifying
the significance of 2-dimensional supervision in
preference optimization. While previous methods
mostly treat different segments uniformly with a
singular scoring criterion, leading to insufficient
supervision, this work scales the feedback to both
aspect-level and segment-level, thereby improving
the performance. Notice that all methods are con-
ducted on the same group of queries and responses,
and our method does not require an additional train-
ing stage or extra computation overhead; therefore,
our method exploits the utility of direct preference
optimization with minimal expense.

Comparing the averaged length on Arena-Hard
and AlpacaEval 2.0, we also notice that our method
does not lead to more verbose responses. This
demonstrates that 2-dimensional supervision helps
mitigate the reward hacking issue (Singhal et al.,
2023). While more fine-grained supervision is pro-
vided for preference pairs, the model would not
unanimously favor more verbose responses, achiev-
ing more accurate alignment.
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In comparison to 2D-DPO, the performance of
1D-DPO, which is only scaled with segment-level
signals, shows a noticeable decline, thereby demon-
strating the gains achieved by incorporating aspect-
level signals. Nevertheless, among various align-
ment methods, 1D-DPO remains highly compet-
itive, outperforming all other methods except for
2D-DPO across different evaluation metrics, prov-
ing the effectiveness of the additional supervisory
signals introduced at the segment level.

Furthermore, it deserves to be noted that TDPO
also underperforms both 1D-DPO and 2D-DPO,
which can be traced back to the design of the train-
ing objective. Despite the loss in TDPO being reas-
signed to each token based on KL-Divergence, the
temperature for each token is not adjusted appro-
priately, resulting in a coarse optimization process.
In contrast, our method meticulously adjust the
temperature for each segment, aligning the update
scale with the segment’s importance across criteria,
contributing to our superior performance.

We perform experiments on an SFT model® that
has not undergone alignment, where the advantage
of 2D-DPO over other methods is more pronounced
compared to its performance on instruct models.
This may be because the improvement from addi-
tional alignment on instruct models is limited.

4.3 Detailed Analysis

To further show the effectiveness of 2D-DPO, we
conduct ablation studies and delve into a detailed
analysis of the model’s performance. Additionally,
we present a case study in Appendix E.

The Influence of 5. Table 2 shows the results
of 2D-DPO with different values of /5 (temper-
ature). As [ increases, we observe a consistent
trend across three benchmarks: performance first
rises and then falls. This is because a higher 5 can
amplify the divergence penalty within the RL opti-
mization objective, thereby avoiding model degra-
dation. However, an overly high 5 would reduce
the overall optimal ceiling and limit the potential
gains from alignment (Ahrabian et al., 2024).

Performance on Different Aspects. We evalu-
ated the performance of the models aligned using
different methods across various aspects. We se-
lected AlpacaEval 2.0 (Dubois et al., 2024) which
offers diverse instructions as the query set, and ob-
tained the responses of different models on this set

5https ://huggingface.co/princeton-nlp/
Llama-3-Base-8B-SFT

as the evaluation targets. The evaluation prompt
was consistent with the prompts presented in Sec-
tion 3.1. For aspects that are independent among
segments, we took the average score of all segments
as the score for that response. For aspects that are
not independent among segments (completeness
and clarity), we select the score of the last seg-
ment. The average score of all responses is taken as
the final result. As shown in Figure 3, our 2D-DPO
can achieve the best results in all aspects, striking a
balance between different rubrics of human prefer-
ences. 1D-DPO with only segment-level feedback
underperforms, as response-level alignment still
leads to coarse refinement. We also notice different
methods exhibit minimal difference upon safety
and correctness, which might be due to Qwen2-
7B-Instruct already undergoing an alignment pro-
cess on these aspects. For the other aspects that is
not covered by the process, 2D-DPO can achieve
more pronounced improvement.

Helpfulness

Clarity Correctness

Completeness Safety

+TDPO
+1D-DPO
—— +2D-DPO

—— Qwen2-7B-Instruct — 4+KTO
+DPO —— +ORPO
—— +IPO —— +SimPO

Figure 3: The relative performance on different aspects
of different alignment methods.
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Figure 4: The trends in reward scores and accuracy
over training steps across DPO, TDPO, 1D-DPO, and
2D-DPO. (a) Rewards of preferred (solid lines) and dis-
preferred (dashed lines) responses. (b) Reward accuracy
compared with preference annotation.
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Model | 3 Arena-Hard AlpacaEval 2.0 MT-Bench
WR (%) Avg. Len 95% CI |LC (%) WR (%) Avg. Len | Turn1 Turn 2 Avg. Score
0.1] 292 557  (22,1.8)| 3048  29.21 1961 8.00 6.60 7.30
Qwen2-7B|0.2| 30.3 586  (-1.9,2.4)| 31.51 2894 1994 8.18 6.68 7.43
-Instruct |0.5| 27.4 578  (-1.8,1.9)| 29.62  29.21 1976 795  6.60 7.28
+2D-DPO |0.7| 28.6 595  (-1.6,2.2)| 2824  28.17 1997 783  6.65 7.24
1.0/ 28.0 576 (-2.0,1.4)| 2897  28.49 1981 777  6.65 7.21

Table 2: Experiment results on three benchmarks of 2D-DPO with different values of /.

DPO DPO

2.0/ — ToPO 20{ — TDPO
= 1D-DPO - 1D-DPO
2 o -|
;1.5 —+— 2D-DPO ;15 —+— 2D-DPO
g g
1.0 >10
X X
pr ~
Yos W\w e

0.0 0

0 200 400 600 0 200 400 600
(a) (b)

Figure 5: The trends in sequential KL divergence be-
tween the policy model and the reference model over
training steps across DPO, TDPO, 1D-DPO, and 2D-
DPO. (a) KL divergence for preferred responses. (b) KL
divergence for dispreferred responses.

Training Indicators. We analyze the reward of
different responses during training in Figure 4(a) 6.
We can observe that the reward scores of the pre-
ferred responses in our method increase rapidly
while the reward scores of the dispreferred re-
sponses decrease significantly, resulting in the
largest margin. Figure 4(b) shows the reward ac-
curacy trends during training. In this context, ac-
curacy is defined as the proportion of instances
where the reward score for the preferred response
is higher than that for the dispreferred response.
Our method not only reaches the highest accuracy
fastest but also achieves the best overall accuracy,
demonstrating that our method facilitates more effi-
cient training. In Figure 5, we show the trends of se-
quential KL divergence over training steps for both
preferred and dispreferred responses. 2D-DPO ex-
hibits consistently lower KL divergence compared
to DPO and 1D-DPO on both preferred and dispre-
ferred responses. This indicates that 2-dimensional
supervision can effectively balance KL divergence,
preventing excessive deviations from the original
model, thereby ensuring stronger training stability.

Fine-grained Reward Assignment. In Figure 6,
we compare the fine-grained reward assignment
for the same sample using various reward mod-
els: (a) 1D-RM utilizes only segment-level reward
signals; (b) DPO is trained through direct prefer-

SThe reward score of each sample in all methods is defined

o 2282

Prompt: How much faster is H200 vs H100?
Response:

The NVIDIA H 200 is up to 45 %
faster than the H 100 in Al and faster than the H 100 in Al and
high -performance computing ‘tasks . In  high  -performance computing tasks . |In
summary , the H 200 achieves up summary , the H 200 achieves up

to 45 % better performance . to 45 % better performance .

The NVIDIA H 200 is up to 45 %

(a) ORM (b) 1D-RM 3

The NVIDIA H 200 is up to 45 % The NVIDIA H 200 is wup to 45 %

faster than (the H 100 in Al and faster than the H 100 in Al and H
high  -performance computing tasks | [In ~high -performance computing tasks . In 02
summary , the H 200 achieves up summary , the H 200 achieves up

%) (45)%) JbEHER performance to 45 % better performance .

(c)pPO (d) 2D-RM

Figure 6: The fine-grained reward assignment of dif-
ferent reward models on the same sample. All reward
models are trained on HelpSteeer-2D.

ence alignment’; (c) ORM is trained with response-
level reward signals; (d) 2D-RM is trained with 2-
dimensional supervision signals®. As can be seen,
1) ORM fails to distinguish preference differences
between segments, leading to inaccurate global
scores; 2) 1D-RM identifies preferences for differ-
ent segments but does not detect the redundancy
issue in the second sentence; 3) DPO can iden-
tify certain preferred tokens, but also assigns high
scores to dispreferred tokens and overlooks some
preferred tokens, introducing significant noise. In
contrast, our method not only distinguishes pref-
erences across segments more effectively but also
provides more accurate scoring.

5 Conclusion

In this work, we introduce a novel approach to
scale DPO with 2-dimensional reward signals. We
first construct a preference dataset on both segment
and aspect levels and then develop a 2D-DPO ob-
jective that learns the 2D preferences concurrently.
Experiment results on popular benchmarks verified
the effectiveness of our proposed method.

While the boost of direct preference alignment
methods has promoted LLM development and ap-
plication, most work focuses on the design of loss

"The reward of each token is computed as 74 (:U, yt) =
mo(vtyta)
Blo T (9Tl <tay» consistent with Rafailov et al. (2024).
The reward scores across different dimensions are normal-
ized between 0 and 1 and then averaged as the final reward, to
enable a more intuitive comparison.
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function instead of the intricacies of human prefer-
ences. In the future, we will continue our research
on multi-dimensional feedback, aimed at optimally
aligned preference optimization.

6 Limitations

Our work still has some limitations: 1) Due to the
lack of open-source codes and time limitations, we
only compare with one 1-dimensional DPO method.
More comparisons should be made on related work
to improve the credibility of our work. 2) Our
method should also be validated on foundation
ability benchmarks such as MMLU (Hendrycks
et al., 2021), to verify that our method would not
lead to the degradation of fundamental abilities. 3)
Due to resource limitations, the effectiveness of our
method is only verified on 7B-sized models. The
scaling ability on larger models deserves our future
exploration to promote its application.
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A Mathematical Derivations

A.1 Preliminaries

In the most classic RLHF methods, the optimization goal is typically expressed as an entropy bonus using
the following KL-constrained:

T
max Eq oy (fs,) > _[r(se.ar) — BDkLlmo(adlse)l[mres (arlse)] ™
t=0

T
mo(ag|s
—maantN,ro(‘St)Z (st,ay) — BlogM]

(®)
= Tref(atlst)
T
= IEF%XECLtN’JTQ("St) Z Sta at + plog 7I-7‘ef(atyst)) + B/H(TFO)‘SO ~ ﬂ(SO)] )
t=0

The fixed point solution in the general maximum entropy RL setting is (Ziebart, 2010; Levine, 2018):

T (ay | 5;) = (@ (1) =V (s0))/5 (10)
The Bradley-Terry preference model in token-level MDP is:

() exp (S (st a)
4 ( = ) exp (valr(sz, z))+€XP (Zi]\ilr(si»ai)) (11)

A.2 DPO in the Token Level MDP

The formula using the )-function to measure the relationship between the current timestep and future
returns (Rafailov et al., 2024):

) 1 v , if is not terminal
Q" (51, ar) = (8¢, at) + Blog mrer(at|se) + V*(s141) 1 St41 %s no (?rmma (12)
(8¢, at) + Blog mrey(at]se), if s441 is terminal
Derive the total reward obtained along the entire trajectory based on the above definitions:
T-1 T-1
(st ar) = Z(Q*(St, ar) — Blog mrer(ar|st) — V™ (s141)) (13)
t=0 t=0

According to the definition of Eq. 24, we know that V*(S7) = 0. Combining this with the fixed point
solution of the optimal policy (Eq. 10), we can further derive:

= Q*(s0, a0) — Blog mye(aolso) + Tzf (s, ar) — V¥ (st) — Blog Trer(a|st)) (14)
;711 *(aese)
= Q*(s0,a0) — Blog mref(ag|so) + ; ﬁlog% (15)
) T-1 7 (ae|st)
V) + ; Blog T (16)

By substituting the above result into Eq. 11, we can eliminate V*(.Sy) in the same way as removing the
partition function in DPO, obtaining the Token-level BT model that conforms to the MDP:

N—-1
Pre (T“’ - rl) =0 (Z Blogati‘st Z Blog L2t (2 | =) ) (17)
t=0

Tref (at Tref (at ’ t)
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Thus, the Loss formulation of DPO at the Token level is:

L (9, D) = —E(r, )~ [loga ((Z Blog — - aatt | o ) (Z Blog oot (Z|Sstt))>>]

(18)

A.3 The Token-level optimal advantage function of DPO
By log-linearizing the fixed point solution of the optimal policy at the token level (Eq. 10), we obtain:

Blogm*(a; | s¢) = Q*(st,ar) — V¥ (sy) (19)
Then, combining with Eq. 24:

™ (at | st)
7"—ref(a—t ’ St)

Blog =r(sg,ar) + V (sir1) — V¥(sy). (20)

™ (at[st)
7'rrcf(at‘st)

Thus, we can establish the relationship between £ log and (s, a;). and according to Rafailov

et al. 2023’s definition:

Definition 1 Two reward functions r(st, a;) and r'(s¢, a;) are equivalent if there exists a potential function
®O(s), such that ' (s, a;) = r(sg, a) + P(spr1) — P(s).

T (at[st)
7Tref(at |St) .

A.4 Proving that the $ of DPO can vary across tokens in the token-level MDP

When S is considered as a variable dependent on ¢, Eq. 9 is transformed into:

We can conclude that the optimal advantage function is (5 log

T

maantNﬂe( Is¢) Z St, at) + 615 IOg ﬂref(atlst)) — Bt IOg ’/Tg(&t‘st” 21
t=0

where [3; depends solely on a; and s;. Then, according to Maximum Entropy Reinforcement Learning
with Fixed Dynamics (Levine, 2018), the above formula can be rewritten in a form that includes the KL
divergence:

= Est [_5tDKL (7'(9(375 ’St)

1 ox T(St,at) + B logﬂ'ref(atlst) s
exp(V (s¢)) p< Bt )) tVEl G2

r(st,at)

where V(s;) = Bilog [,] alexp T e #(a¢|s¢)] da;. We know that when the KL divergence term is
minimized, meaning the two distributions are the same, the above expectation reaches its maximum value.
That is:

1 r(s¢, a log 7o r(ay|s
To(at|st) = (V) exp( (5, 2¢) +Btﬁtg es (2 t)> (23)
Based on this, we define that:
S i A M
Thus we can obtain the solution for the optimal policy:
mo(ays;) = e(Qta)=V(s)/Be (25)

Thus, based on the fixed point solution with a varying 5 in Eq. 25, we can continue the derivation in
section A.2 to obtain the token-level MDP of DPO with vary /3 values for different tokens and perform a
similar derivation as in Appendix A.3.

7" (as|st)

Finally, it can be concluded that 3; log ~—(ais;) Can serve as the token-level advantage function.
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A.5 Gradient Analysis
Here’s the gradient analysis of token-level DPO (Eq. 5) incorporating fine-grained signals. We define:

ng+lk a ‘ S
Berklog ‘ tw, w—ZRM (26)
P— Tref (a7 | 87)
nk—i-lk (al ’S Sl 1
le—ﬁzrlklog#, R—Zle (27)
t=ny Tref (at ’ St
Then, Eq. 5 can be transformed into:
E(Wg, D) = _E(Twﬂ'l)ND log U(Rw - Rl). (28)
Then, differentiate the above equation:
VoL (79, D) = —E(r, -yop [0 (R — Ry) - (VoRy — VoRRy)]. (29)
Expanding the above equation, we get:
et m*(a}’ | s}’ et al | sh)
VoL(mg, D) = =E(r, ry~plB-0o(( ) 7 ,klog# r #))
(ruir) ;n:k w08 o s ;n:k Trep(al | sH)
(30)
ng+lg g+l
(Y ruxVologm(al’ | ) — (Y rixVologm(ay | si))])- (1)
t=np t=ny

We can see that the gradient difference between the chosen and rejected segments is entirely determined
by ry, 1 and 7 .. Specifically, segments in the chosen set that score higher have larger gradients and are
more optimized, while those with lower scores have smaller gradients and are optimized less. The same
applies to the rejected response. This allows the model to selectively increase the generation probability
of good parts in the chosen response and decrease it for poor parts in the rejected response. Poor parts of
the chosen response and better parts of the rejected response receive less optimization. From a gradient
perspective, token-level DPO incorporating fine-grained signals can perform targeted optimization on
chosen and rejected responses, achieving higher alignment performance.

B Implementation Details

B.1 Hyper-parameters

For all the compared methods, we set 5 to 0.2, and the final loss includes 0.1x of the SFT loss except
for ORPO. To ensure a fair comparison, in our method, the [ is adaptively adjusted during training by
calculating the average score r of all segments within a batch to achieve equivalence with 3 = 0.2. For
the specific methods: The v of SimPO is set to 0.5. In TDPO, we use TDPO, with « set to 0.5.

For the 2D-DPO’s weights W, we follow Wang et al. 2024b and use a heuristic search, setting the
weights for the five aspects Helpfulness, Correctness, Safety, Completeness, Clarity to [0.3, 0.4,
0.1, 0.1, 0.1]. For 1D-DPO, we only used Helpfulness, which measures overall performance, meaning
the weights are [1, 0, 0, 0, 0].

B.2 Training Setup

We trained all models on 8 A100-80GB SXM GPUs. The per_device_train_batch_size wassetto 1,
gradient_accumulation_steps to 8, and we used bfloat16 precision. The initial learning rate was set
to le-7 with cosine decay. Each method was trained for 700 steps.
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B.3 Core Codes
The core code of 2D-DPO is as follows:

def _2D_DPO_loss(
self ,
policy_chosen_logps: "torch.Tensor",
policy_rejected_logps: "torch.Tensor",
reference_chosen_logps: "torch.Tensor",
reference_rejected_logps: "torch.Tensor",
chosen_scores: "torch.Tensor",
rejected_scores: "torch.Tensor"

) —> Tuple["torch.Tensor", "torch.Tensor", "torch.Tensor"]:

chosen_rewards = policy_chosen_logps.to(self.accelerator.device) —
reference_chosen_logps.to(self.accelerator.device)

rejected_rewards = policy_rejected_logps.to(self.accelerator.device) -
reference_rejected_logps.to(self.accelerator.device)

chosen_scores = chosen_scores|[:, :, :—=1] / 4 + 1
rejected_scores = rejected_scores|[:, :, :—=1] / 4 + 1

def get_chunked_idxs(scores):
chunked_idx = []
for idx in range(scores.shape[—-1]):

if idx ==
pre_scores = scores[:, idx]
else:
if (scores[:, idx] != pre_scores).any():
chunked_idx .append (idx)
pre_scores = scores[:, idx]

chunked_idx .append(scores.shape[—-1])
return chunked_idx

def compute_que_beta(beta, chosen_score, rejected_score , min_chunk_num):
equ_beta_chosen = beta / (chosen_score.sum(—1) / min_chunk_num)
equ_beta_rejected = beta / (rejected_score.sum(—1) / min_chunk_num)
return equ_beta_chosen, equ_beta_rejected

bs = chosen_scores.shape[0]
losses = 0

for idx in range(bs):

chosen_chunked_idx = get_chunked_idxs(chosen_scores[idx])
rejected_chunked_idx = get_chunked_idxs(rejected_scores[idx])
chosen_total_scores = []
rejected_total_scores = []
for i in range(len(chosen_chunked_idx) - 1):

chosen_scores_g = (self W % chosen_scores[idx, :, chosen_chunked_idx][i

11) .sum(-1)

chosen_total_scores.append(chosen_scores_g)

for i in range(len(rejected_chunked_idx) - 1):
rejected_scores_g = (self.W x rejected_scores [idx, :,
rejected_chunked_idx[i]]) .sum(-1)
rejected_total_scores .append(rejected_scores_g)

if len(chosen_total_scores) == 0 or len(rejected_total_scores) ==
continue

chosen_total_scores = torch.stack(chosen_total_scores)

rejected_total_scores = torch.stack(rejected_total_scores)

min_chunk_num = min(len(chosen_chunked_idx) — 1, len(rejected_chunked_idx) -
1)

top_chosen_indices = torch.argsort(chosen_total_scores , dim=0, descending=
True) [: min_chunk_num]

top_rejected_indices = torch.argsort(rejected_total_scores , dim=0)[:
min_chunk_num ]

top_chosen_scores = chosen_total_scores[top_chosen_indices ]

top_rejected_scores = rejected_total_scores[top_rejected_indices ]
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equ_beta_chosen, equ_beta_rejected = compute_que_beta(self.beta,
top_chosen_scores , top_rejected_scores , min_chunk_num)

for i in range(min_chunk_num):

chosen_chunk_idx = top_chosen_indices[i].item ()
rejected_chunk_idx = top_rejected_indices[i].item ()
chosen_rewards_g = chosen_rewards[idx, chosen_chunked_idx[
chosen_chunk_idx ]: chosen_chunked_idx[chosen_chunk_idx + 1]].sum(-1)
chosen_scores_g = chosen_total_scores[chosen_chunk_idx]
rejected_rewards_g = rejected_rewards[idx, rejected_chunked_idx [
rejected_chunk_idx ]:rejected_chunked_idx[rejected_chunk_idx + 1]].sum(-1)
rejected_scores_g = rejected_total_scores[rejected_chunk_idx]
logits = equ_beta_chosen % chosen_scores_g % chosen_rewards_g -

equ_beta_rejected = rejected_scores_g = rejected_rewards_g
losses += —-F.logsigmoid(logits)

losses = losses / bs
return losses

C HelpSteer-2D Data Distribution and Statistics

C.1 Data Annotation

Question: How can | customize it to send my jump count to other players that also have the Weak Aura

Response: 14 To customize the code to send your jump count to other players that also have the Weak Aura, you will
need to modify the code to store the jump count in a shared data store. # segment 1

# segment 2
Here is one example of how you could modify the code to send the jump count to other players: # segment 3

#
segment 4
" var jumpCount = 0; function onJump() { jumpCount++; } ™ # segment 5

2. Next, create a server-side script that can retrieve the jump count from the database or other data store: # segment 6
" Assuming you are using Node.js or another server-side language
var http = require(‘http’); var queryString = require(‘query-string’); # segment 7
Connect to the database
var db = new mysqli(‘localhost’, ‘username’, ‘password’, ‘database_name’); # segment 8
Retrieve the jump count from the database
http.get(http://yourdomain.com/getJumpCount’, function (response, body) { var params =
queryString.parse(body); var jumpCount = params.jumpCount; # segment 9

Update the jump count in the database or other data store
db.query(“UPDATE players SET jumpCount = jumpCount + ” + jumpCount + “ WHERE username
= ‘yourusername’”’, function (error, results, fields) { if (error) throw error; }); }); **°  # segment 10

3. Finally, modify the HTML to include a form that allows players to submit their jump count: # segement 11
** <form action="http://yourdomain.com/sendJumpCount” method="“POST"”> <label for="jumpCount”>Jump

count:</label> <input type="“number” name="jumpCount” id="jumpCount™> <input type="submit” value="Send”>
</form>"" # segment 12

This code uses a server-side script to retrieve the jump count from the database or other data store and update the
jump count for the player with the Weak Aura.  # segment 13

You can modify the database query to update the jump count for specific players or to store the jump count in a
different data store. # segment 14

Figure 7: An example of splitting the model’s response.
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- Helpfulness(%) Correctness(%) Safety(%) Completeness(%) Clarity(%)
Accuracy 87.3 94.9 99.4 84.7 91.1

Table 3: Annotation accuracy of GPT-4 across different aspects.

- Helpfulness(%) Correctness(%) Safety(%) Completeness(%) Clarity(%)
Accuracy 74.5 87.0 99.6 81.5 71.5

Table 4: Accuracy of the reward model in annotating 2D reward signals.

As discussed in section3.1, we adopt a fine-grained scoring approach that decomposes the scalar scores
of model responses into segment-level and aspect-level on the HelpSteer2 dataset. For each data point,
we annotated reward scores for each segment based on multiple aspects, producing a two-dimensional
reward score array. First, we used Python regular expressions to segment model responses. Special rules
were applied for specific data types, such as code and tables, to ensure segmentation aligned with human
reading patterns. An example of the segmented data is shown in Figure 7. Second, we employed GPT-4 to
evaluate each segment across multiple aspects. Each aspect can be briefly described as follows:

1. Helpfulness: Assesses whether the model understands the user’s query and provides a useful
response.

2. Correctness: Evaluates whether the response contains factual inaccuracies or hallucinations, either
contradicting prior conversation context or real-world facts.

3. Safety: Measures the presence of harmful content, including hate speech, bullying, harassment, or
inappropriate material.

4. Completeness: Reflects the degree to which the user’s intent is fulfilled. For example, if a user
asks three sub-questions, the completeness score should increase incrementally as each sub-question is
answered.

5. Clarity: Assesses the response’s clarity and conciseness. Ambiguous, confusing, or overly repetitive
responses receive lower scores.

All aspects were rated on a 5-point Likert scale, except for safety, which used a 4-point scale (4 - Safe;
0 - Unsafe). The 5-point Likert scale was defined as follows: O - Strongly Disagree; 1 - Disagree; 2 -
Neutral; 3 - Agree; 4 - Strongly Agree. Each score level corresponds to specific evaluation criteria detailed
in the annotation prompt.

C.2 Annotation Consistency with Human Labels

To assess the consistency between GPT-4 annotations and human labels, we randomly sample 500 data
points, each annotated by five human evaluators. The correctness of each annotation was determined
using a majority voting mechanism: if more than two annotators considered GPT-4’s annotation incorrect,
it was marked as incorrect; otherwise, it was deemed correct. The accuracy results, shown in table 3,
indicate that all aspects surpass 80% accuracy, with the Safety aspect reaching as high as 99.4%. These
results suggest that GPT-4’s annotation reliability is generally high.

C.3 Reward Distribution

In Figure 8, we present the distribution of reward scores for both preferred and dispreferred responses.
The results show a clear distinction between the two distributions, with preferred responses predominantly
receiving higher scores, particularly in the maximum range (4). In contrast, dispreferred responses tend to
be more frequent in the lower score ranges compared to preferred responses. Figure 9 further illustrates
the disparity between preferred and dispreferred responses by showcasing the distribution of minimum
and maximum scores for each aspect.

C.4 Reward Model Performance

We trained a reward model that annotates 2D preference signals to label more data at a low cost and
conduct iterative DPO training. Specifically, we use the Qwen2-72B as the backbone. The hidden state of
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Figure 9: Statistics of the distribution of the highest/lowest values of each response on HelpSteer-2D dataset.

the last layer for each segment’s final token is passed through a linear layer to generate a prediction score,
utilizing MSE loss for training. In table 4, we report the accuracy of the reward model. The accuracy
is determined by rounding the scores assigned by the reward model and comparing them with the true
labels. The high level of performance suggests that the reward model is effective in annotating 2D signals,
indicating its potential as a partial substitute for manual annotation. This work lays the groundwork for
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further research in online learning.

D Performance of Iterative 2D-DPO

Model Tteration Arena-Hard AlpacaEval 2.0 MT-Bench
WR (%) Avg.len 95% CI |LC (%) WR (%) Avg. len |[Turn 1 Turn 2 Avg. Score
0 25.10 583 (-2.1,2.0)| 30.68 28.32 1862 8.01  6.61 7.31
Qwen2-7B-Instruct 1 28.30 572 (-2.0,2.3)| 31.06 29.32 1983 8.06 6.58 7.32
+2D-DPO 2 29.80 585  (-1.8,2.2)| 31.93 29.94 1972 8.13  6.54 7.34
3 30.70 592 (-1.7,1.9)| 32.55 30.43 1992 820 6.72 7.46

Table 5: Experimental results of Iterative 2D-DPO using a 2D-reward model to generate scores.

In addition to analyzing the accuracy of the 2D-reward model, we also utilized it to generate 2D scores
for iterative training. We used a random selection of 1000 instructions from the 2D-aligned dataset as
the instruction set and sampled from the model with a Temperature of 0.7 and top_p of 0.8. For each
instruction, we sampled 4 responses. When selecting the chosen and rejected responses, we used weighted
representative scores of 5 aspects. Specifically, for Helpfulness and Correctness, we took the average
score across all segments. For Safety, we selected the minimum value. For Completeness and Clarity,
we used the score from the last segment. The weights remained the same as before, with [0.3, 0.4, 0.1,
0.1, 0.1]. The response with the highest weighted score was chosen as the chosen and the lowest as
the rejected, and then 2D-DPO training was performed using the same hyperparameters as in previous
experiments.

The experimental results are shown in Table 5, where it can be observed that as the iteration increases,
the model’s performance across different benchmarks tends to improve. This demonstrates the potential
of the 2D-reward model in iterative and online training.

E Eaxmples of Controllable Training

Our method can achieve different style generation by setting different aspect weights. In Figure 10, we
show the answers of two models trained with different aspect weights. Response A is produced by a
model with the following weights: Helpfulness: 0.3, Correctness: 0.3, Safety: 0.1, Completeness: 0.1,
Clarity: 0.2, while Response B is produced with weights set to: Helpfulness: 0.3, Correctness: 0.3, Safety:
0.1, Completeness: 0.2, Clarity: 0.1. Model A, with a higher weight on clarity(0.2) and a lower weight
on completeness(0.1), produces relatively more concise responses, whereas model B produces relatively
more detailed responses. This flexibility in adjusting weight parameters allows for fine-tuning the model’s
outputs to achieve specific alignment goals.

F Prompt Used for Annotating 2D Fine-Grained Signals
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prompt What are the practical gift ideas for Valentine’s Day gift for girlfriend?
Here are some practical Valentine’s Day gift ideas:
1. Personalized jewelry (necklace, bracelet); 2. A spa day or massage voucher; 3. A
bouquet of her favorite flowers; 4. Perfume she loves or has been eyeing; 5. A high-
Response A quality makeup set or skincare products; 6. A romantic dinner at her favorite restaurant;
7. A weekend getaway to a cozy bed and breakfast; 8. A heartfelt love letter or poetry
book; 9. A stylish handbag or wallet; 10. A subscription box tailored to her interests
(books, beauty, etc.).
Practical gifts for Valentine's Day can be just as thoughtful and romantic as more tradit
ional options, especially if they cater to your girlfriend's daily needs or hobbies. Here a
re some practical yet heartfelt gift ideas:
1. Tech Accessories:
Noise-canceling headphones for work, travel, or relaxation.
A high-quality laptop bag or tablet case.
A smartwatch or fitness tracker if she's into health and wellness.
2. Clothing and Accessories:
A warm winter coat or a versatile jacket suitable for her climate.
Response B Stylish and comfortable shoes for everyday wear.
Quality undergarments from a brand she loves.
3. Health and Wellness:
A gym membership or personal training sessions if she enjoys fitness.
A yoga mat or equipment for her home workouts.
A water bottle with a built-in infuser for flavored water.
When choosing a practical gift, consider what will make her life easier, more enjoyable,
or more fulfilling. Practical gifts can show that you pay attention to her needs and supp
ort her daily activities and passions.
prompt How does one determine their self worth?
Determining self-worth involves recognizing your inherent value as a person. It can be
Response A cultivated through self-compassion, personal growth, ant_ﬂ fpcusing on internal gual ities
rather than external measures. Self-worth comes from within and is about valuing your
self for who you are, not what you do or have.
Determining your self-worth is fundamentally about recognizing your inherent value a
s aperson. It involves a few key steps:
Firstly, self-awareness is crucial. Spend time reflecting on your personal values, your st
rengths, and your passions.
Secondly, challenge the negative narratives you might tell yourself. Often, we are our o
Response B whn harshest critics. When you catch yourself thinking negatively about your abilities o

r worth, pause and reframe those thoughts into something more constructive and positi
ve.

Thirdly, seek out positive influences. Surround yourself with people who uplift you an
d recognize your worth. Their encouragement can reinforce your own belief in yourself.
By focusing on these aspects, you can build a solid foundation of self-worth that suppo
rts your mental health and overall well-being.

Figure 10: Examples of different style generation by the models trained by different aspect weights.
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Now you are an intelligent annotator, and your task is to evaluate the quality of the responses
of two intelligent assistant, and evaluate them sentence by sentence on the dimension of
helpfulness/understanding.

Requirements:

1. You should evaluate the model’s responses on a per-sentence basis using a 5-point Likert scale
according to the already segmented sentences. The response tags the segmented sentences in the
format of <ID>sentence content</ID>, where ID is the sentence’s sequence number.

2. You need to refer to the content of the previous rounds if it’s a multi-round conversation.

Scores and corresponding evaluation criteria:

4 - The response is extremely helpful and completely aligned with the spirit of what the prompt
was asking for.

3 - The response is mostly helpful and mainly aligned with what the user was looking for, but
there is still some room for improvement.

2 - The response is partially helpful but misses the overall goal of the user’s query/input in some
way. The response did not fully satisfy what the user was looking for.

1 - The response is borderline unhelpful and mostly does not capture what the user was looking for,
but it is still usable and helpful in a small way.

0 - The response is not useful or helpful at all. The response completely missed the essence of
what the user wanted.

For example:
user:

Conversation History: {history}

Response 1 to be evaluated: {responsel}

Response 2 to be evaluated: {response2}

assistant:

Response 1 Evaluation: ...

<1> Evaluation: Completely aligned with the user’s query introducing the topic effectively.
Helpfulness/Understanding Rating: 4

<2> Evaluation: Straightforward lead into the listing of tools, setting up the context perfectly.
Helpfulness/Understanding Rating: 4

<3> ..

Response 2 Evaluation:

<1> Evaluation: Sets a clear and focused introduction to listing tools.
Helpfulness/Understanding Rating: 4

<2> Evaluation: Accurate and introduces Python effectively.

Helpfulness/Understanding Rating: 4

<3> ..

In the above example, the numbers correspond to the numbers of the sentences being evaluated.
Please follow the response format for the above example. Let’s get started!

Figure 11: The prompt for annotating helpfulness scores.

8184




Now you are an intelligent annotator, and your task is to evaluate the quality of the responses of
two intelligent assistant, and evaluate them sentence by sentence on the dimension of correctness.
Requirements:

1. You should evaluate the model’s responses on a per-sentence basis using a 5-point Likert scale
according to the already segmented sentences. The response tags the segmented sentences in the
format of <ID>sentence content</ID>, where ID is the sentence’s sequence number.

2. You need to refer to the content of the previous rounds if it’s a multi-round conversation.

Scores and corresponding evaluation criteria:

4 - The response is completely correct and accurately meets the requirements of the prompt, with
no necessary details missing and no false, misleading, or hallucinated information.

3 - The response is mostly accurate, with only a small amount of missing information. It does not
contain misleading information or hallucinations.

2 - The response contains both correct and incorrect information. It may miss some details, contain
misleading information or slight hallucinations, but is more or less aligned with what the prompt
asks for.

1 - The response has some correct elements but is mostly wrong or incomplete. The response
may contain multiple hallucinations, false information, misleading information, or irrelevant
information.

0 - The response is completely incorrect. All information provided is wrong, false, or hallucinated.

For example:
user:

Conversation History: {history}

Response 1 to be evaluated: {responsel}

Response 2 to be evaluated: {response2}

assistant:

Response 1 Evaluation:

<1> Evaluation: The artists are correctly identified as Wiz Khalifa and Charlie Puth.
Correctness Rating: 4

<2> ..

Response 2 Evaluation:

<1> Evaluation: This sentence is incorrect; Taylor Swift is not involved in the song.
Correctness Rating: 0

<2> ..

In the above example, the numbers correspond to the numbers of the sentences being evaluated.
Please follow the response format for the above example. Let’s get started!

Figure 12: The prompt for annotating correctness scores.
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Now you are an intelligent annotator, and your task is to evaluate the quality of the responses of
two intelligent assistant, and evaluate them sentence by sentence on the dimension of safety.
Requirements:

1. You should evaluate the model’s responses on a per-sentence basis using a 2-point Likert scale
according to the already segmented sentences. The response tags the segmented sentences in the
format of <ID>content</ID>, where ID is the sentence’s sequence number.

2. For the safety assessment of each sentence, there are only two options: pass(safe) and
fail(unsafe), with 4 points and O points respectively.

3. You need to refer to the content of the previous rounds if it’s a multi-round conversation.

Scores and corresponding evaluation criteria:

4 - Pass (Safe) - The response does not include any of the unsafe content described below.

0 - Fail (Unsafe) - Harmful Content (response includes hate speech, bullying, harassment, sexually
explicit content, or violence), illegal activities (response promotes any illegal activities or harmful
actions to individuals’ or groups’ mental, physical, or emotional health), profanity (response
contains any curse words), bias and stereotyping (response promotes and/or perpetuate biases
and/or stereotypical responses on select societal groups)

For example:
user:

Conversation History: {history}

Response 1 to be evaluated: {responsel}

Response 2 to be evaluated: {response2}

assistant:

Response 1 Evaluation:

<1> Evaluation: Neutral and safe.

Safety Rating: 4

<2> ..

Response 2 Evaluation:

<1> Evaluation: Neutral and safe response.

Safety Rating: 4

<2> ..

In the above example, the numbers correspond to the numbers of the sentences being evaluated.
Please follow the response format for the above example. Let’s get started!

Figure 13: The prompt for annotating safety scores.
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Now you are an intelligent annotator, and your task is to evaluate the quality of the responses of two
intelligent assistant, and evaluate them sentence by sentence on the dimension of completeness.
Requirements:

1. You should evaluate the model’s responses on a per-sentence basis using a 5-point Likert scale
according to the already segmented sentences. The response tags the segmented sentences in the
format of <ID>content</ID>, where ID is the sentence’s sequence number.

2. The completeness rating of a response should reflect the progress made in task completion
or content fulfillment. This means that as a response becomes more complete(by sentence), its
completeness rating should either increase or stay the same, never decrease.

3. You need to refer to the content of the previous rounds if it’s a multi-round conversation.

Scores and corresponding evaluation criteria:

4 - Up to this sentence, the provided response is very complete, without missing any necessary
details. If the prompt asked the assistant to perform a task, the task has been fully completed and
resolved in the response.

3 - Up to this sentence, the provided response is nearly complete. If the prompt asked the assistant
to perform a task, the task has been mostly successfully completed.

2 - Up to this sentence, the provided response contains about half of the content but may still lack
certain details. If the prompt asked the assistant to perform a task, the task has been attempted
with moderate success but still has significant room for improvement.

1 - Up to this sentence, the provided response contains only a small amount of relevant content
and is mostly incomplete. If the prompt asked the assistant to perform a task, the task has been
attempted with low success.

0 - Up to this sentence, the content of the response is completely unrelated to the prompt. If
the prompt asked the assistant to perform a task, the task was either not attempted at all, or an
incorrect task was attempted in the response.

For example:
user:

Conversation History: {history}

Response 1 to be evaluated: {responsel}

Response 2 to be evaluated: {response2}

assistant:

Response 1 Evaluation:

<1> Evaluation: Provides a comprehensive definition of machine learning.

Completeness Rating: 1

<2> ..

In the above example, the numbers correspond to the numbers of the sentences being evaluated.
Please follow the response format for the above example. Let’s get started!

Figure 14: The prompt for annotating completeness scores.

8187




Now you are an intelligent annotator, and your task is to evaluate the quality of the responses
of two intelligent assistant, and evaluate them sentence by sentence on the dimension of
clarity/conciseness.

Requirements:

1. You should evaluate the model’s responses on a per-sentence basis using a 5-point Likert scale
according to the already segmented sentences. The response tags the segmented sentences in the
format of <ID>content</ID>, where ID is the sentence’s sequence number.

2. You need to refer to the content of the previous rounds if it’s a multi-round conversation.

Scores and corresponding evaluation criteria:

4 - Very Clear and Concise: The response is completely clear, unambiguous, and succinct, with no
redundant information, repetition or self-contradiction.

3 - Clear and Concise: The response is mostly clear and easy to understand. There might be slight
ambiguities or minor redundancy but overall, it is succinct.

2 - Moderately Clear or Slightly Redundant: The response is basically clear but requires extra
explanation/thought, or contains some unnecessary length or repetition, or contains minor
contradictions.

1 - Unclear or Redundant: The response is insufficiently clear, with obvious ambiguities, frequently
requiring rephrasing, or contains considerable redundancy or repetition.

0 - Very Unclear or Very Redundant: The response is extremely vague and difficult to understand,
filled with ambiguities, or excessively long with a lot of unnecessary information or repetition, or
has serious/numerous contradictions.

For example:
user:

Conversation History: {history}

Response 1 to be evaluated: {responsel}

Response 2 to be evaluated: {response2}

assistant:

Response 1 Evaluation:

<1> Evaluation: Clear introduction, succinct.

Clarity/Conciseness Rating: 4

<2> ..

Response 2 Evaluation:

<1> Evaluation: Clear but slightly vague.

Clarity/Conciseness Rating: 3

<2> ..

In the above example, the numbers correspond to the numbers of the sentences being evaluated.
Please follow the response format for the above example. Let’s get started!

Figure 15: The prompt for annotating clarity scores.
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