
Findings of the Association for Computational Linguistics:
NAACL 2025, pages 7929–7944

April 29 - May 4, 2025 ©2025 Association for Computational Linguistics

GAIfE: Using GenAI to Improve Literacy in Low-resourced Settings

Allahsera Auguste Tapo1 Nouhoum Coulibaly2 Seydou Diallo2

Sebastien Diarra2 Christopher M. Homan1 Mamadou K. Keita2

Michael Leventhal2 Souhila Messaoud-Galusi3 Ibrahima Mounkoro2

1Rochester Institute of Technology 2RobotsMali 3Independent Education Expert
aat3261@rit.edu

Abstract

Illiteracy is a predictor of many negative social
and personal outcomes. Illiteracy rates are par-
ticularly high in countries with underresourced
languages, where few books exist that are suit-
able for children to learn to read from. We
present GAIfE (Generative AI for Education),
a toolchain and workflow developed through
empirical methods, that demonstrates how ex-
isting tools can be used to address low literacy
in regions where underresourced languages are
prevelant. We used GAIfE (a play on the Bam-
bara word for “book”) to construct materials for
developing children’s reading competence in
Bambara, the vehicular language of Mali. Our
approach to the generation and post-generation
editing of content skewed by the Global-North-
centric bias of available LLMs, enabled us to
rapidly multiply the content in Bambara avail-
able online by 10 times while maintaining qual-
ity criteria for high engagement, accurate rep-
resentation of the Malian culture and physical
and social environments, and language quality.
Using our materials, pilot reading programs
achieved a 67% reduction in the number of chil-
dren unable to read Bambara. Our approach
demonstrated the power of bias-aware applica-
tion of generative AI to the problem domain as
well as the potential impact the application of
this technology could have on reducing illiter-
acy and improving learning outcomes through
native language education.

1 Introduction

One of the primary challenges facing Global South
nations is illiteracy. Low literacy rates are asso-
ciated with poor health, less wealth, and many
other negative impacts (Cree et al., 2023). Lit-
eracy rates are particularly low among speakers of
underresourced languages. These languages are
often eschewed as a language of instruction, even
though teaching in them is considered more effec-
tive for teaching literacy to young learners than in

Figure 1: An example of the kinds of cultural biases
common in generative models that can negatively im-
pact reading comprehension outcomes in teaching ma-
terials. The image on the left was characteristic of all
images where the prompt specified a praying Muslim
woman. The position of the hands is characteristic of
Christian prayer, not Muslim. Our human-in-the-loop
process was able to correct the image, as shown on
the right. Such culturally foreign references can cause
confusion among early readers and lead to poor devel-
opment of reading comprehension skills. Our work-
flow is designed to leverage generative models to create
culturally-engaging materials for learning reading, in
spite of the biases present in the models.

higher-resourced, but less familiar, colonial-era lan-
guages (Laitin et al., 2019; Ramachandran, 2012).
A lack of books in national languages constitutes
one of the greatest barriers to effective instruction
in mother tongue across Africa (Pflepsen et al.,
2015)

Recent advancements in generative AI technol-
ogy have shown enormous promise at perform-
ing creative tasks, particularly storytelling. How-
ever, our preliminary experiments show that, with-
out substantial human intervention, state-of-the-
art models are rather ineffective in the context of
Global South storytelling for children.

Figure 1 demonstrates their limitations. In this
example, we have expressly chosen an illustration
where the bias, to Global North eyes, is extremely
subtle, yet immensely significant. Prompts asking
Stable Diffusion for images of a praying Muslim
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woman invariably showed women holding their
hands together palm-to-palm, such the image on
the left. However, this manner of prayer is unfa-
miliar to Muslims, and in fact is characteristic of
Christians. The impact of such unfamiliar imagery
in early-level reading materials is that it creates con-
fusion among young readers, because the picture
does not appear match the text they are learning to
read.

We developed a workflow that allowed us to use
state-of-the-art generative AI tools to efficiently
generate a collection of illustrated reading materi-
als written in a language with very few books writ-
ten expressly for children, written and illustrated
in a manner that is culturally and age appropriate
and engaging for native speakers of the language.
The image on the right shows the outcome of this
workflow, a woman praying in a manner that is
familiar to Muslims.

We make the following contributions: (1) We
introduce GAIfE, Generative AI for Education (in-
spired by “Gafe,” the Bambara word for “book”) a
workflow for using LLMs, other AI models, lin-
gusitic tools, and human input for constructing
material designed to develop the reading and lan-
guage skills of children speaking underresourced
languages. The workflow produces books orga-
nized into ten reading levels, corresponding very
roughly to a school grade level, thus covering a
range from beginning readers through high school,
written in Bambara and anchored in the physical
and cultural environment of Mali.

Using GAiFE, we were able to obtain acceptable
results in using AI with an intensely human-in-
the-loop workflow augmented with linguistic tools
to generate static educational content in Bambara
using GPT4 (Achiam et al., 2023), Stable Diffu-
sion (Rombach et al., 2022), and NLLB-200 (Team
et al., 2022) models, among others. While we
anticipated Ferrara (2023) and routinely encoun-
tered both egregious and subtle bias in LLMs that
rendered content unacceptable according to our
standards, we found that human judgement cou-
pled with layered prompting strategies and post-
generation objective-guided editing could produce
acceptable results.

(2) We introduce the GAIfE Bambara Learn-
ing Library, a collection of 174 finished, illus-
trated books, 94 designed for print and 80 for elec-
tronic media such as tablets or cell phones. There
are approximately 4000 pages of content, over 850
original images, and hundreds of pages of in-text

questions to train reading comprehension and hun-
dred of pages of Teaching Guides covering most of
the stories. The books are all freely available in the
Bloom Library1.

Prior to our contribution to the Bloom Library,
only 10 of library’s contents of 19,000 books were
in Bambara, of which 6 were translated Christian
Bible stories for children from non-Malian sources
and 4 were health information. There is a scat-
tering of children’s books in other repositories,
mostly translations of non-Malian works. Printed
children’s books by Malian authors in Malian lan-
guages do exist in Mali, but are not commonplace
and are difficult to find.

(3) We conduct a pilot study of the effectiveness
of our material with teachers and students.

2 Related Work

Generative AI models such as ChatGPT have
shown promise in enhancing literacy and learning
outcomes, especially in high resourced environ-
ments (Ciampa et al., 2023; Dalgıç et al., 2024;
Alshahrani, 2023). However, its utilization through
curriculum creation to improve literacy in low-
resourced settings is an emerging area with limited
research since most of the world’s languages are
missing in the state-of-the-art generative models.
Furthermore, illustrations and images generated in
these contexts are Euro-centric with little to nothing
to do with the realities of low-resourced settings.

Additionally, for effective AI-assisted learning,
active oversight and critical evaluation of AI out-
puts are crucial. The complementarity of human-
AI prompting strategies, such as prompting gen-
erative AI while leveraging local native speakers’
unique insights and perspectives, can enhance out-
comes while mitigating risks like AI biases, culture-
washing, or complacency.

Han et al. (2023) propose a generative-AI-driven
service, AIStory, based on focus group discussions,
to help children construct visual narratives via a
structured approach where children chose via a
visual characters, backgrounds, props, and other
story elements and the tool generates story ideas
and helps the user generate images. The service
also generates the images. The service does not
appear to be publicly available and although the
authors suggest educational impacts, that is not the
express goal of the service. Nor does the service
construct educational materials. Finally, the ser-

1https://bloomlibrary.org/RobotsMali
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vice is aimed at children themselves. This is in
contrast to our approach in which adult educators
and computer scientists work interactively with AI
systems to construct stories.

Choi et al. (2024) explore the usefulness
of LLMs in the poorest schools by deploying
TheTeacher.AI in Sierra Leone for teachers to uti-
lize it in lesson planning, subject matter, and class-
room management. Unlike in our work, we utilize
a national, low-resource language, the language
used in their study is English.

Nanduri and Bonsignore (2023) envision revi-
talizing endangered languages by leveraging AI-
powered language learning as a catalyst for lan-
guage appreciation. Their work describes the pos-
sibilities, while ours implements and evaluates in a
real-world scenario.

Olson (2022) explores text, image, audio, and
video modalities utilizing deep generative multi-
media for children’s literature. Their work is done
without conducting experiments to investigate the
targeted audience perceptiveness to the generated
materials. In contrast to our work, we utilize it-
erative experiments where generated materials are
field tested and improved by incorporating received
feedback.

Stap and Araabi (2023) investigate how Chat-
GPT and other LLMs perform poorly as a trans-
lator of indigenous and extremely low-resourced
languages. We observed similar results in our work
in translating from high-resourced languages such
as French or English to Bambara.

Challenges still remain in deploying generative
AI equitable across diverse contexts and languages
to ensure the quality, accuracy, and cultural appro-
priateness of generative AI’s output (Ocker et al.,
2024). Generative AI does show potential for lit-
eracy education in low-resource settings when in-
tegrated thoughtfully alongside human instruction
and oversight with deliberate consideration of po-
tential risks, biases, and ethical implications.

3 Methods

3.1 Ensuring cultural relevance from
generative models

Story-writing is an important use case of generative
AI, so much so that many models are fine-tuned ex-
pressly for this purpose. However, our preliminary
experiments with these and other models revealed
them to have significant biases against global south
cultures and toward global north, colonizing cul-

tures. Beyond the example from Figure 1, Com-
mon global north sites such as subways, snow, or
blonde girls in ponytails are unseen in the Global
South, making occurrences of such in text or im-
ages accompanying text confusing or meaningless,
especially to children, and this can have devastat-
ing impacts on learning outcomes for improving
reading comprehension.

To address such biases, we adopted a set of qual-
ity criteria for culturally-meaningful content for
young learners, and apply them at each step of our
workflow.

(1) Always present the point of view of the tar-
get culture in an authentic and dignified fashion,
and avoid content that represents the view from of
an outsider, no matter how sympathetic. In Mali,
children’s content is overwhelming imported from
France and presents concepts that are not readily
understood, impacting learning, and may be con-
structed with cultural assumptions that implicitly
denigrate aspects of Malian life.

(2) Taken as a whole, the stories must be inclu-
sive from the point of view of sex, ethnic identi-
fication, and socio-economic background. Every
reader should see themselves represented and vali-
dated in at least one of our stories.

(3) Names, places, and situations must be famil-
iar to the target readers.

(4) Avoid content that is too topical, timely, or
centered on current political tropes.

(5) When the target audience is children, all
care must be taken that content will not harm the
children psychologically and will depict their en-
vironment in an affirming way that promotes their
sense of self-worth.

(5a) Content must be emotionally resonant, en-
tertaining and educational for children in the target
culture.

(5b) Warmth, love, positivity, and reinforcement
of self-esteem should under-gird all content. Chal-
lenging content may be presented, but always in a
way that promotes personal development and com-
passion.

(5c) Avoid metaphors and imagined and abstract
language that can only be understood with the as-
sumption that the child has a background in another
culture, particularly in the culture of the former col-
onizing power.

(5d) Graded material at different levels should
reflect the intellectual development of children at
different ages and backgrounds in the target cul-
ture. Themes and images must always be age-
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Figure 2: The GAIfe workflow leverages the creative power of high-resource (HR) languages to generate stories
that are (A, B, C) iteratively refined to make them culturally and age appropriate. They are then converted to
a low-resource (LR) language using state-of-the-art LLM-based machine translation. After a final round (D) of
manual editing, they are assembled (E) and published (F).

appropriate.

3.2 GAIfE Workflow
We start (Figure 2 (A)) with a human writer flu-
ent in the target language (e.g., Bambara), who
uses ChatGPT (OpenAI, 2023) to convert a story
idea into English or French text. This typically in-
volves a great deal of manual prompt-tuning to get
ChatGPT to produce stories that respect our quality
criteria (Sec. 3.1).

Once the story is fixed, the write generates com-
prehension and vocabulary questions (B), which
are included at the end of the story, and lesson ma-
terials for teachers with activities to encourage skill
development and exploration of the themes and val-
ues encountered in the story. This step typically
requires less human intervention as the source ma-
terial used for generation has already been shaped
into a story rooted in the Malian environment.

Next, an illustrator decides on the set of images,
trying an initial prompt for each target image, us-
ing a text-to-image generator (C). A single prompt
rarely produces the desired image, prompts typi-
cally are continuously tweaked in an attempt to
find the right prompt elements that will converge

toward a good image. Often, a base prompt will be
abandoned and another approach toward describ-
ing the image will be tried. If an image began to
approach the desired outcome but needed further
modification, the illustrator might switch to image-
to-image generation where prior images form the
prompt for generating a new image. The tools
that we used (Stable Diffusion in the Playground
AI (pla) interface, MidJourney, DallE2 and DallE3,
sometimes in combination, along with image edit-
ing tools) were not able to respond in consistent
and predictable ways to our prompts, and so it was
not unusual for over one thousand images to be
randomly generated before obtaining an acceptable
result, where each generated image was reviewed
by the illustrator. We found that each model has
distinct strengths and weaknesses. Stable Diffu-
sion was the model we employed the most due to
its speed and, compared to other models, the lack
of superfluous elements that produced to us a less
realistic and characteristic “AI-generated” appear-
ance.

Simultaneously, we translate the text into the
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target language (D) using Google Translate2 or
Glosbe3 and the translation, along with the source,
are loaded into T¢m¢, a linguistic-analysis tool
chain and text-annotation tool purpose-built for this
workflow (see Figure 4 for a screenshot of this tool).
Humans review the translation for appropriateness.
The translation is corrected, adjusted, and reviewed
until the Bambara language is fluid, colloquial, and
appropriate to the target age of the reader.

In step (E), we use the Bloom Editor (blo) to
collate the story with its corresponding illustrations.
Finally (F), we produce the book and send it into
the field for testing. The finished book is tested and
feedback are collected to improve the books if need
arises. In the field, we evaluate the appropriateness
of the content with children, teachers and parents as
well as effectiveness in terms of learning outcomes
and teacher adoption.

3.3 Prompt Analysis

We were able to generate a large quantity of text,
images and pedagogical material using generative
AI, but we were unable to meet our quality criteria
unless we iterated many times over many prompts
to shape the material, replacing biased represen-
tations of the target culture and environment with
more accurate ones and editing the text to minimize
rewriting after automatic translation. We analyzed
the generation prompt history for the story, com-
prehension question, and teacher guide texts for 10
books and classified the objective of each type of
prompt. The full analysis, including the prompts
and initial and final story texts before translation,
is publicly available4. In this section, we limit the
discussion to the story generation prompts.

We sorted prompts into 7 categories of target ob-
jectives: (i) Ideation: explore a knowledge domain
to help in forming ideas for stories; (ii) Generation
Instruction from Seed: create book content; seeds
may include main idea of story, setting, language
level, and/or writing style; (iii) Story Shaping: add,
replace, or delete narrative elements of the story,
either to better fit content objectives or for aesthetic
reasons; (iv) Cultural Adaptation: change content
specifically to make the story fit a Malian context,
typically originating from model bias and in spite
of directives in the seed; (v) Language Level Ad-

2https://translate.google.com/
3https://glosbe.com/
4https://docs.google.com/spreadsheets/d/

1zSKbGjrj0W-B-fF-63KFZzxJih4rgYnU6thg23y_mtI/
edit?usp=sharing

justment: change vocabulary to better fit the story
to the target age level (these were typically needed
to correct model bias, in spite of directives from
a seed prompt); (vi) Language Idiom Adjustment:
change expressions used in the text to avoid id-
ioms that would be difficult to translate into the
target language or understood if translated literally
(typically needed to correct model bias in spite of
seed prompt directives); (vii) Stylistic Improvement:
change minor elements in the story not affecting
the overall narrative to improve the story text, ei-
ther for purposes of accuracy in the Malian context,
simplification, or aesthetics.

Table 1 summarizes the results of this analysis.
The 10 books have a total of 256 pages, including
front and back matter, images, and a section of
comprehension questions. The reading level of the
books was from B to K on an A to K scale, with an
average reading level of F, corresponding, to a wide
approximation, to children in Mali between 8 and
10 years old. A single prompt might contain several
instructions acting on different aspects of the text
and with different purposes, so in our analysis we
identified and counted all the discrete instructions
contained in a prompt field.

The average number of instructions/book was
28.9, or 1.1 instructions/page. For story content,
there were 16.6 instructions, on average, per book.
30% of the story instructions were motivated by
cultural adaptation, arising from the inability of
the LLM to represent a Malian environment de-
spite explicit directives from seed prompts. 6.6%
of story instructions arose from the need to replace
idiomatic language based on cultural knowledge
unfamiliar to Malian children. 22.3% of story in-
structions were due to the LLM failing to use vo-
cabulary and concepts that were at target age-level.
We believe that many of the prompt tuning was due
to biased training data. As a rough estimate, about
half of the prompts were related in some way to
bias. Our story authors reported the process to be
extremely efficient, a subjective view bolstered by
the data showing that fewer than 30 instructions,
on average, were needed to craft a story specifi-
cally tuned to the worldview of Malian children
according to our quality criteria.

4 GAIfE Bambara Learning Library

We used GAIfE to create the GAIfE Bambara
Learning Library, a collection of 174 finished, il-
lustrated books, 94 designed for print and 80 for
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Inst. Type - Story Content Total Inst. Type Total Story Inst. (%) Avg. # of Type/Book Avg. # of Type/Page

Ideation 4 2.4 0.4 0.02
Generation Instruction from Seed 13 7.8 1.3 0.05
Story Shaping 21 12.7 2.1 0.08
Cultural Adaptation 50 30,1 5 0.20
Language Level Adjustment 37 22.3 3.7 0.14
Language Idiom Adjustment 11 6.6 1.1 0.04
Stylistic Improvement 30 18.1 3 0.12

Table 1: The story content prompts’ instruction types and statistics

electronic media such as tablets or cell phones. 16
of the books are in Malian national languages other
than Bambara, while the rest are in Bambara. There
are approximately 4000 pages of content, over 850
original images, and hundreds of pages of in-text
questions to train reading comprehension and hun-
dred of pages of Teaching Guides covering most of
the stories. The books are all freely available in the
Bloom Library5.

Through our workflow, we were able to construct
the GAIfE Bambara Learning Library in approxi-
mately 6 months. Malian authors and illustrators
worked with technical experts to create the books.
Apart from a few experiments where we allowed
generative AI to propose and develop a story with
minimal human intervention, all of the stories be-
gin as a product of the imagination of a creative
Malian with profound knowledge of the culture
and environment of Mali. Our experience proved
the necessity of this approach, as nothing that we
created in the low-human intervention experiments
produced anything that passed subsequent evalu-
ation of representation and relevance specific to
Mali. The seed material for the stories came from a
variety of sources including traditional Malian tales,
Malian religions, contemporary issues of interest to
children, Malian family life, and tales from world
literature adapted for the Malian environment.

The Malian author used ChatGPT (OpenAI,
2023) as an accelerator and aid to the creative pro-
cess, as a writing tool, and as a research assistant.
We confirmed that ChatGPT is unable to gener-
ate intelligible content directly in Bambara and
therefore had the authors work in either French or
English. Despite our inability to work directly in
Bambara, we found the use of ChatGPT to signifi-
cantly increase the speed with which content was
generated and its quality.

For example, the book shown in Figure 3, “Mani
ni Bama,” was an abridged version of a long story

5https://bloomlibrary.org/RobotsMali

in French by the renowned Malian storyteller Awa
Bakªrªba Dembélé. We produced a version that
was accessible to younger readers by having Chat-
GPT identify the essential elements of the story
and then limiting the vocabulary and simplifying
the construction and grammar of the sentences. A
very good result was obtained in a few minutes—in
the same time the author, trying to produce a hand-
crafted reduction, had almost completed the first
sentence of the abridged version.

Many stories are based on external sources, such
as “Uncle Tom’s Cabin”6 and the Chinese classic
“Dream of the Red Chamber”7. ChatGPT was used
by the story author to help narrow down relevant
elements from the source material and smoothly in-
corporate them into the storyline at the appropriate
level of language and narrative complexity needed
and with an appropriately Malian context.

ChatGPT also proved extremely useful for ac-
curately incorporating into many stories scientific
and technical elements, such ocean raft building in
“Taama Laban” (Taa) and metallurgy in “Ntanan Di-
lanna.”8 The creation of a story aided by ChatGPT
typically took about half a day. The story authors
estimated that without ChatGPT the same produc-
tion would have taken weeks or, in all likelihood,
not been undertaken at all, given the difficulty of
assembling and analyzing the various sources used.

The remaining phases of the workflow required
similar adaptions for working with the resources
available for supporting Bambara and are detailed
in the Appendix.

6https://bloomlibrary.org/RobotsMali/
RobotsMali-PrintBooks-Main/RobotsMali-print-J%
C9%9BkuluH/book/0UBurh0ytj

7https://bloomlibrary.org/RobotsMali/
RobotsMali-PrintBooks-Main/RobotsMali-print-J%
C9%9BkuluG/book/qTmdvelbYG

8https://bloomlibrary.org/RobotsMali/
RobotsMali-PrintBooks-Main/RobotsMali-print-J%
C9%9BkuluK/book/4miNF2NgDQ
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Figure 3: An example of book cover for the story of
“Many ni Bama“.

5 Evaluation

To evaluate the effectiveness of the educational ma-
terials at enabling children to learn to read Bambara
and to address illiteracy, we set up six reading pro-
grams, 3 in urban and 2 in rural community centers
and 1 in a school. Specifically, we wanted to know
if the texts were age-appropriate and comprehen-
sible for the development levels of the children,
if the stories engaged the children, and if instruc-
tors were able to use the materials for teaching
language skills in informal and formal learning en-
vironments.

We collected m = 475 responses from n = 300
unique participants (some of whom participated in
multiple sections). The ages of respondents ranged
from 4 to 15, with the median age being 9. All
participants were native Bambara speakers. With
a handful of exceptions, the children at the urban
community centers and the school had been taught
to read in French, but none knew the letters of the
Bambara alphabet or how to decode words written
in Bambara. In one of the rural community centers,
the children had been taught to read the letters of
the Bambara alphabet and decode words, but not to
read full sentences (due to lack of reading materi-
als), and they had not learned French. In the other
rural community center (in Safo), all participants
were completely illiterate in any language, with the
majority having attended little or no school. In both
rural centers, almost all parents of the participants

were illiterate.
The reading programs all consisted of three half-

day sessions (approximately 12 hours of activities),
with the exception of Safo, where the program ex-
tended over 8 half-day sessions, for a total of 32
hours of activities.

We started by asking demographic questions of
both teachers and students, such as age, sex, lan-
guages spoken, and languages written.

The sessions mainly consisted of a group ac-
tivity where collectively and individually children
read GAIfE books, mainly in printed form—but at
some sites online—and answered the comprehen-
sion questions that accompanied each book. There
was also guided discussion about the stories, with
considerable improvisation on the part of the teach-
ers. All sessions began with an alphabet primer9.

We tested individually the ability of each stu-
dent to read Bambara by asking them to read Bam-
bara letters and to recognize simple words that any
Bambara-speaking child would know orally such as
chicken, fish, or dog. The progress of each student
was noted by the instructor during the sessions,
based on the student’s individual reading perfor-
mance and responses to comprehension questions.
At the conclusion of the reading program, students
were evaluated on reading ability by being pre-
sented with the highest level text they were capable
of reading and observing whether they were able to
read the text fluidly and respond to comprehension
questions requiring both ability to read the question
and to have understood details in the story they just
read.

We determined that all children were unable
to read in Bambara at the beginning of the read-
ing sessions. Children that had learned to read in
French demonstrated a latent capacity to recognize
words in Bambara that could be approximated us-
ing French pronunciation but were unable to read
many words or full sentences. Once they were able
to read complete books with full sentences at any
pace we noted them as being able to read. All
school-age children that had not learned to read
in any language were classified as illiterate. The
same criteria as used with French-capable children
was employed in designating them as no longer
being illiterate. At the end of either the 12-hour
or 32-hour programs we measured the following
improvement, in terms of increased ability to read
Bambara:

9https://bloomlibrary.org/player/LDTS2VfmHH
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• Urban Community Reading Programs: 53%,

• Rural Community Reading Programs: 79%,

• School-based Reading Program: 70%.

Most children learned to read in a very short time
using the books produced by the GAIFE project.
There are numerous variables in these experiments
and we did not set up the experiments to allow
us to perform multivariate regression analysis on
the results. The possible elements at play include:
the books themselves, including the selection of
themes, the resonance of the books for Malian
children, the illustrations, and the interactive el-
ements, the novelty of books in Bambara as the
most of the children had never seen a book in their
mother tongue and had little experience of chil-
dren’s books in any language, the pedagogical ap-
proach which aimed to make the reading sessions
fun, in marked contrast to the focus on discipline
in a typical Malian school setting, and that the chil-
dren were given printed books to take home, confer-
ring a concrete value on participation in the reading
session, and the pre-literacy skills of the children,
which were substantial given their average age of
9.

5.1 Parent and Teacher Perspectives
We surveyed teachers and parents on their attitudes
toward our materials and the idea, in general, of
promoting reading in the children’s native tongue.
See Tables 3 and 4 in the appendix for more de-
tails about the perspectives of parents and teachers
in urban versus in rural areas. In urban environ-
ments, the eagerness and receptivity of the children
stood in marked contrast to the skepticism of many
parents and teachers. The majority of urban par-
ents being French-speaking, their concern may be
explained by the fact that education in Mali is cur-
rently entirely in French and that many jobs in
the formal sector require French-language compe-
tence. These results stand in marked contrast with
the responses from parents in rural settings, where
fully 100% of interviewed parents were eager for
the children to learn to read Bambara. One par-
ent succinctly expressed the view of this cohort,
“Why should our children learn French, it isn’t our
language. We have our own language.“

6 Conclusion and Future Work

We were able to use generative AI to create a
significant quantity of children’s stories and ac-

companying pedagogical material in Bambara, an
under-resourced language, in a short period of
time. While ChatGPT was unable to directly gener-
ate intelligible Bambara text during our investiga-
tion, generating text in English or French followed
by translation using Google Translate and Glosbe
proved to be an efficient process, though one that
requires expert-level human intervention with cul-
tural appropriateness knowledge and context. Hu-
man intervention was also required to remove ref-
erences that are culturally inappropriate and to add
elements that reflect the target culture. Children
proved to be receptive, showing strong motivation
to read, for the first time, in their native language.
Almost all, in a short period of time, did demon-
strate that they possessed a high degree of latent
ability to read in Bambara. Additionally, they were
able to demonstrate excellent comprehension of the
stories. In contrast, parents and teachers in urban
environments expressed skepticism about the value
of reading in Bambara.

More assessment is crucial for the next phases
of this seminal work for predominantly oral lan-
guages (POLs). These techniques need to be de-
ployed to a wider audience of content creators, in
Mali and elsewhere in the world. This has already
begun, our team having trained national language
educational specialists in the Malian government
and having shared our methods and results with
the community around the Bloom Library and the
mEducation Alliance. Addressing the eurocentrism
in existing LLMs and other generative models is
a necessary objective to advance the state-of-the-
art beyond what could be accomplished in project
GAIFE. Improvement in the accuracy of transla-
tions for low-resource languages and the inclusion
of many more of Mali’s and the world’s languages
is also a primary concern for the future.

7 Limitations

Digital technologies and AI hold promise as tools
that could contribute to solutions reducing illiter-
acy, but the possibility of their use would appear
extremely limited where the languages that people
speak are underresourced, as is the case in Mali
where most people understand only Bambara or
other languages of the region. A majority of the
population being illiterate ensures that their lan-
guage will remain low-resourced as a language be-
comes highly resourced by virtue of having a strong
digital presence. If a way is not found to break this
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vicious cycle, the people that speak low-resourced
languages appear to be doomed to remain excluded
from the arc of progress technology development
has brought to other parts of the world.

The high illiteracy rate in Mali is harmful in
many ways. By providing materials for teaching
children how to read Bambara, our work has the
potential to yield enormous benefits by increasing
literacy throughout Mali and thus reducing these
harms. Additionally, since Bambara and its dialects
are spoken in the neighboring countries, this has
also the potential to be utilized by them. Further-
more, the content we generated could be leveraged
to bridge the lack of readily digitized data for low-
resourced languages.

There are numerous ethical challenges posed by
the use of generative models for composing cre-
ative content. For one, the models used here—as
well as every other foundational model that we are
aware of—draw from the intellectual property of
creators who never consented to having their ma-
terial used to train the models, and so the use of
generative models arguably constitutes an unau-
thorized use of their work, one that is generally
impossible to attribute or compensate. Beyond that,
AI models have their own biases. In spite of the
fact that we provide the prompts and conduct ex-
tensive editing on the back end, the models provide
the bulk of the content and this effectively frames
the content in ways that may be hard to perceive
or correct. Regarding generated images, they have
the potential to unduly impress or even traumatize
children when they contain defects that are not rep-
resentative of how humans or animals look like in
real life.

Moreover, our group is very small and cannot
possibly represent the entire population of Mali.
For instance, the technical team was all men. Al-
though we believe ourselves to be good faith ac-
tors, we undoubtedly hold unconscious biases that
impact our thinking and beliefs, and we lack the
breadth of lived experiences that a larger popula-
tion of creators would have. To have such a small
group of people be responsible for such a relatively
large proportion of all extant children’s literature
in Mali potentially would give us an inordinate
amount of power to influence the thinking of the
youth of Mali. We hope that by publishing our
methods, other, diverse groups of authors will be
inspired to amplify their voices in the same way.

To expand the discussion on the ethical implica-
tions of using AI-generated content, particularly

focusing on intellectual property rights and the
consent of original content creators (which is cur-
rently in the last two paragraphs of Limitations, ss
6.1), we tend to make ethical considerations us-
ing the three principles of the Belmont Report as a
framing device, and so we organize our comments
around them, mentioning ACL ethics principles
where appropriate. From the Belmont principle of
Beneficence, using large language models to cre-
ate content risks having the intellectual property of
others appearing (sometimes completely intact) in
our work. Moreover, by using LLMs we are de-
priving content creators of opportunities to be paid
for the work the LLMs are doing (though no one
has yet paid anyone to create story-based teaching
materials for reading Bambara), and contravening
ACL principle 1.5. We mitigated these risks (thus
avoiding harm per ACL ethics principle 1.2) by
doing a substantial amount of manual editing of the
content and using prompts for the LLMs and im-
age generators that were very specific to Mali (and
very little content on the web derives from Mali),
essentially adding a large amount of content our-
selves. Our work provides no benefits whatsoever
to those content creators whose data is used to train
the models. Moreover, since the LLMs we used
are derived in part from the intellectual property of
people who may not have consented to have their
work used, this contravenes the Belmont principle
of Respect for Persons. However, we believe this
work has the potential to help millions of people
read better in their first language, and literacy has
enormous social and personal benefits, so from the
perspective of the Belmont principle of Justice, and
ACL principle 3.1, the benefits to society outweigh
the risks by a great measure, in our view.
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A Appendix

A.1 Additional Notes on Translation and
Correction

Our team has been working on automatic transla-
tion of Bambara for several years, collecting an
aligned bilingual machine learning dataset in Bam-
bara and French (ref) and creating a transformer for
translation (ref). In 2022, Google’s “Towards the
Next 1000 languages“ (Siddhant et al., 2022) and
Meta’s “No Language Left Behind“ (Costa-jussà
et al., 2022) came out with multilingual machine
translation models that included Bambara, giving
Bambara-speakers access for the first time to rel-
atively high quality machine translation. We took
advantage of these capabilities in our project, using
Google Translate (Wu et al., 2016; Johnson et al.,
2017; Bapna et al., 2022) or Glosbe, which is built
on top of it (Team et al., 2022).

Our authors and editors assessed that the transla-
tions produced by MT are good, but very far from
being suitable for direct use in the books. A key
part of our process is the generation of the source
text with the knowledge that it will be translated
to Bambara. We aimed to have the text, in gram-
matical structure and vocabulary, as close to Bam-
bara as possible, a strategy which yielded a much
higher percentage of acceptable content and made
subsequent editing easier. Despite this, numerous
challenges presented themselves, often having to
do with the state of development of Bambara as
a written language. There are very few works of
literature or technical books in Bambara, or even a
daily newspaper. The vast majority of native speak-
ers of Bambara cannot read or write their mother
tongue (Thiam, 2023). The editors were constantly
presented with the difficult task of answering the
question for texts “How can we say this in Bam-
bara¿‘

Our experience in Bambara machine translation
proved to very useful in coming up with an ap-
proach. A collaborative editing process and a tool

chain of linguistic analysis applications embodied
in an annotation tool, shown in Figure 4, combined
with field testing and feedback provided the solu-
tion.

During annotation, similar to the story genera-
tion process, we make sure that the translation is
consistent with the criteria defined.

Third-Party Linguistic Tools Complementary
to T¢m¢, to further improve and adjust the auto-
matic translation outputs from Google Translate
or Glosbe, the team used a number of tools devel-
oped by linguists for working with Bambara. These
tools, Corbama (hum), Daba10, and Bamadaba11,
all of which were developed by expert linguists
at INALCO (ina), were used to standardize and
structure the final language presented in the books.

Corbama Corpus Bambara de Référence, is a
premier Bambara language corpus with over 11
millions words (Vydrin, 2013). This corpus was
primarily used as a reference guide to address the
grammatical and orthographic inconsistencies dis-
covered post-automatic translation process.

Daba Is a morpheme analysis and semi-
automatic disambiguation package (Maslinsky and
Vydrin, 2019). Daba was used to assess the confor-
mity of the target sentences to the standard Bam-
bara, given a dictionary, and according grammatical
rules.

Bamadaba is an online bilingual French-
Bambara online dictionary that was highly used
during the manual revision process to look up
words and conduct quality assurance.

The use of these tools reinforced the necessity of
human-intervention during the translation process.

A.2 Additional Notes on Image Generation

All stories were richly illustrated with approxi-
mately 850 original images generated using a num-
ber of different tools, each with different strengths
and weaknesses that were employed to find solu-
tions to specific image generation problems.

The greatest deficiency of all models used for
the purposes of illustrating children’s stories was
inconsistency in representing characters and scenes.
Recent improvements to Midjourney and DallE3
have improved this situation but it still remains a

10https://github.com/maslinych/daba
11http://cormand.huma-num.fr/Bamadaba/lexicon/

index.htm
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Figure 4: Our annotation tool T¢m¢ displays all three texts in chunks, easy to annotate. Additionally, it enables
collections of diff-like stats about each story from raw translation of the generated English to the final corrected and
contextualized Bambara. The first two frames “Bambara Raw“ and “English Generated“ are used to load both the
translated Bambara story and the generated English story. Once those two are pasted in, the annotator clicks on
“Load“ to load all stories in their respective frames where, “Bambara Raw“, “English Generated“, and “Bambara
Revised“ display their respective and corresponding chunks of the story. The frame “Bambara Revised“ is where
the annotator correct the Bambara text. The annotator has the possibility to scroll through them using “< < <“ for
previous, and “> > >“ for next. The “Clear“ button clears everything. The “Accept“ button records the current
content of the “Bambara Revised“ frame as correct. The “Report“ button reports the variables of interest, which
are as follows: “#WW“ for the number of wrong word, “#WPh“ for the number of wrong phrase, “#WS“ for the
number of wrong sentence, “#WPr“ for the number of wrong paragraph, “ EU? “ for if easy to understand, “AR“ for
age recommendation, and “RL“ for reading level. The “Diff“ button generates a command to run to get a visual
different between the translated Bambara text and the corrected Bambara text. Finally, the “Exit“ button exits the
program after confirmation.

major obstacle when the characters and environ-
ments span a book’s worth of images. Various
creative strategies were used to cope with this, in-
cluding creating characters and scenes with salient
features that we would help the reader to readily
associate an image with its prior manifestations,
scene composition that would show persons or ele-
ments of a scene that would give the impression that
the same thing was being shown from a different
perspective, or simply avoiding through narrative
elements to show the same thing in multiple images.

Ultimately, we hoped that detectable differences in
depiction of people or motifs would be accepted as
a characteristic of our style of illustration. Our field
tests seemed to validate this as our readers seldom
pointed out inconsistencies, even as they noticed
and remarked on many elements of the images.

We observed considerable bias in the generated
images which required careful attention on our part.
Images of both men and women appeared to us
to often be highly sexualized through depiction of
body type and by excessively revealing clothing.
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English He said, “Always be fair and good. Being good is the best thing.“
Bambara (Raw) A ko: �Aw ka k¢ tilennenya ni mªgmo ­uman ye tuma b¢¢. Ka k¢

ªgmo ­uman ye, o de ka �sa.�

Bambara (Corrected) A ko: �Aw ka k¢ bagan ­umanw ye ani bagan tilennenw ye. Ka k¢

­uman k¢, o de ka­i.�

English Amina’s mother didnt like the gift from her daughter.
Bambara (Raw) Amina ba ma diya a denmuso ka nilif¢n ye.

Bambara (Corrected) Amina ka nilif¢n ma diya a ba ye.

Table 2: Some examples from different books (Story Number), of Google or Glosbe translation (Bambara (Raw)),
the ChatGPT generated English story, the human corrected Bambara (Bambara (Corrected)), and the explanation
(Insights) of why it was corrected.

The exclusion prompts were sometimes helpful;
for example, a negative prompt for “sexy” usually
produced more modestly attired characters. Using
“African” or “Africa” in a prompt often produced
images of people living in huts surrounded by jun-
gle and wild animals, whether appropriate or not
for the setting of the story. When a modern, ur-
ban setting was needed, it was difficult to get peo-
ple dressed in typical Malian clothing, though the
prompt instruction “Muslim clothing” usually got a
fair approximation of what was needed. Hairstyles
of Malian women were also difficult to obtain,
while the model readily produced African people
with African hair, the model seemed to have a
strong preferences for natural styles as opposed
to covering the head with a scarf or braids as seen
habitually in Mali.

Composing scenes with more than 2 characters,
each with a set of distinctive traits was nearly im-
possible and even two characters proved very diffi-
cult, as the model would create images indifferently
ascribing the unique characteristics of each person
to one or the other, or both. Sometimes the only
way to obtain a complex composition was to gener-
ate separate images and to superimpose the images.

Despite the difficulties described, we did suc-
ceed in generating images that we judged satisfac-
tory and that strongly enhanced the reading experi-
ence of the children.

A.3 Perspectives
Perspectives of parents and teachers in urban versus
rural areas.
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Figure 5: The different backgrounds of languages spoken and known to children with whom we did the field tests.

Questions Urban Sampling Agree Disagree

Do you think Bambara should be incorporated into school curricula? 52% 48%
Do you want your children to learn to read Bambara? 22% 78%
Do you anticipate that this project can have a positive impact? 17% 83%

Table 3: Parent and Teacher Perspectives (Sample Size: 23)

Questions Rural Sampling Agree Disagree

Do you think Bambara should be incorporated into school curricula? 100% 0%
Do you want your children to learn to read Bambara? 100% 0%
Do you anticipate that this project can have a positive impact? 100% 0%

Table 4: Parent and Teacher Perspectives (Sample Size: 15)
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