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Abstract

This paper focuses on modeling gender-based
and pair-or-group disparities in online support-
ive interactions among adolescents. To address
the limitations of conventional social science
methods in handling large datasets, this re-
search employs language models to detect sup-
portive interactions based on the Social Support
Behavioral Code and to model their distribution.
The study conceptualizes detection as a classifi-
cation task, constructs a new dataset, and trains
predictive models. The novel dataset comprises
196,772 utterances from 2165 users collected
from Instant Messenger apps. The results show
that the predictions of language models can
be used to effectively model the distribution
of supportive interactions in private online di-
alogues. As a result, this study provides new
computational evidence that supports the theory
that supportive interactions are more prevalent
in online female-to-female conversations. The
findings advance our understanding of support-
ive interactions in adolescent communication
and present methods to automate the analysis
of large datasets, opening new research avenues
in computational social science.

1 Introduction

For youth nowadays, social media, encompassing
social network sites (SNS) and instant messaging
applications (IM), have become significant avenues
for seeking, offering, and receiving support, as well
as for fostering a sense of belonging and emotional
assistance (Wang et al., 2019). Because adolescents
spend 2-3 hours per day using various social me-
dia platforms to communicate, primarily with their
peers (Valkenburg et al., 2022), those platforms
became crucial sites where adolescents establish
their personal networks and social ties (Blahošová
et al., 2023). At the same time, providing social
support is an essential function of a person’s social
networks (Lu and Hampton, 2017). Being online,
adolescents may easily engage in supportive inter-

actions (SI) that serve as sources of perceived social
support (Lin et al., 1979; Oh et al., 2014). Approx-
imately two-thirds (68%) of American teenagers
aged 13-17 have reported that social media make
them feel as if they have people who will support
them during challenging times (Center, 2022).

In recent years, the crucial role of social media
in providing social support has gained recognition
in academic research. Social scientists have in-
vested considerable effort to understand how peo-
ple seek and provide support online and how on-
line social support affects individuals involved in
supportive interactions (e.g., Liu et al., 2018; Utz
and Breuer, 2017; Chang, 2009). In these works,
social scientists rely mainly on self-reports when
analyzing online supportive interactions and their
effects. However, self-reported measurement of
behavior, which is a conventional social science
method (Gottlieb and Bergen, 2010), is character-
ized by low accuracy, low validity, and bias, that
is, the tendency to over- or under-reporting of mea-
sured behaviour (Kormos and Gifford, 2014; Parry
et al., 2021).

The observational measurement, which provides
much more accurate insights into the communica-
tive behavior of social media users, requires labor-
intensive methods, such as manual content anal-
ysis (Krippendorff, 2018), which limits the size
of the datasets that can be analyzed (e.g., Che-
ung et al., 2017) and makes the analysis of large
datasets sourced from social media (Lewis et al.,
2013) infeasible. Additionally, the conventional
methods cannot be utilized in real-time assessment
and intervention procedures such as ecological
momentary interventions aimed at psychological
health (Heron and Smyth, 2010). Therefore, the
field would benefit from utilizing state-of-the-art
AI, specifically language models, that could detect
supportive interactions automatically.

The current study focuses on using such models
as scientific tools. We pose the question of how
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Label Description

Informational Support provide useful knowledge and information, feedback, or experience
Emotional Support express intimacy, caring, liking, empathy, willingness to listen
Social Companionship convey a sense of belonging, inclusivity, spending time together,

recreational activities, invitation for participation
Appraisal express acceptance, respect, validation, esteem, approval
Instrumental Support offer practical help or resources, assistance in getting tasks done

Table 1: Overview and short definitions of labels based on the SSBC categories from Cutrona and Suhr (1992).

reliably we can detect supportive interactions in on-
line conversations. Then, we formulate a practical
experiment showcasing the usage of our models to
automate the analysis of large datasets. We seek to
verify hypotheses proposed in the existing litera-
ture that in dialogues, the prevalence of supportive
interactions is different between groups of partici-
pants with different characteristics, such as gender
makeup (Tifferet, 2020; Zhou et al., 2017; Andalibi
et al., 2017; Reevy and Maslach, 2001) or com-
munication in pair and a group (Bambina, 2007).
Validating such methods against theories already
supported by statistical evidence shows that model-
ing distributions using the predictions of language
models is a viable alternative when datasets are too
large to employ manual methods.

To answer the research questions, we col-
lected data from volunteer adolescents (ages 13-17,
Mage=15.86, 36% women) from Instant Messen-
ger apps Messenger and WhatsApp. IM is a type
of online communication that allows for the syn-
chronous exchange of text and multimedia between
two or more people (Huang and Leung, 2009).
Such private online communication has been under-
studied so far (e.g., Huh-Yoo et al., 2023a; Ali et al.,
2023; Underwood et al., 2012). IM conversations
are suitable for studying supportive interactions be-
cause communication between users involved in
close relationships is the primary source of per-
ceived social support, which typically occurs in pri-
vate communication (Cutrona and Suhr, 1992). We
annotated 196,772 utterances in Czech authored
by 2165 users, creating a new dataset annotated
with five different categories of supportive inter-
actions based on the Social Support Behavioral
Code (SSBC, Cutrona and Suhr, 1992): Informa-
tional Support, Emotional support, Social Compan-
ionship, Appraisal, and Instrumental support (see
Table 1). We cast the detection problem as clas-
sification and compare models of different sizes

and architectures to show the detection feasibility,
including comparing our approach to the best ap-
proach from previous work. Finally, we analyze
and compare the predicted and ground truth dis-
tributions of supportive interactions and provide
new computational evidence for the investigated
theories using statistical tests. We publish both our
code (Github-Repository, 2024) and the trained
models (HuggingFace-Hub, 2024) to enable repli-
cation of our results.

2 Related Work

A broad view of the application of AI and ma-
chine learning methods for detecting phenomena
related to mental health (Le Glaz et al., 2021;
Rooksby et al., 2019) in online and social network
data (Zhao et al., 2022; Mendu et al., 2020) shows a
vast selection of literature in multiple fields (Chan-
cellor and De Choudhury, 2020; Thieme et al.,
2020), for example for sentiment or opinions anal-
ysis (Neethu and Rajasree, 2013; Jin et al., 2009;
Sidorov et al., 2013) or answering questions about
social trends (Das et al., 2015; Chen et al., 2021).
However, considering the unique domain of private
communication through instant messaging, the se-
lection of direct predecessors to our work narrows
significantly, presumably because collecting such
data is difficult.

IM conversations of adolescents have been ex-
plored for different research goals, such as to de-
termine if participation allows practicing social
skills or forming offline relationships (Koutama-
nis et al., 2013), exploring one’s identity, and find-
ing information (Valkenburg and Peter, 2011) as
well detecting a variety of online risks, such as
cyber-aggression (Álvarez García et al., 2018) or
online solicitation (Valkenburg and Peter, 2011).
The researched topics mainly cover mental health,
often aimed at detection and diagnosis (Shatte et al.,
2019). Importantly, there is a profound lack of re-
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search on positive influence factors, as the research
focuses more on negative aspects, such as online
risks. Many challenges in this domain prevail, such
as conceptualizing mental health, the diversity of
mental health problems, the sparsity of data, and
the multi-modality and multilingualism of corpora
from social networks (Rahman et al., 2020). Stud-
ies mostly use public datasets containing data from
platforms such as Twitter (Al-garadi et al., 2016)
and YouTube (Dadvar et al., 2013). Due to the
significant domain shift compared to IM conversa-
tions, methods and results from these works are not
directly applicable or comparable to IM data (Rosa
et al., 2019).

Our selection of references is focused on sup-
portive interactions and not on other conceptually
unrelated types of communicative behavior because
different psychological phenomena differ in terms
of their linguistic features at the interactional or
ideational levels of language.

2.1 Social Support Online
Cobb (1976) defined social support as "information
leading the subject to believe that he or she is cared
for and loved, that he/she is esteemed and valued,
and he/she belongs to a network of communica-
tion and mutual obligation". This early definition
has already encompassed some of the functional
dimensions of the constructs that were identified in
subsequent research (e.g., Cutrona and Suhr, 1992;
Wills and Shinar, 2000). Differentiating between
different types of support is important because an
individual’s preferences for support may be dif-
ferent, and only when the received social support
matches one’s needs does it result in improvement,
psychological adjustment, and ability to cope with
distressing events (Andalibi et al., 2017). In this
study, we categorized supportive interaction accord-
ing to the Social Support Behavioral Code devel-
oped in Cutrona and Suhr (1992), which is seminal
and the most nuanced categorization schema. It
was developed to assess 23 support-intended com-
munication behaviors that fall into five categories.
Informational Support is support through provid-
ing helpful information, such as giving advice or
providing feedback. Emotional support lies in com-
municating love, care, or empathy. Companionship
or social network support is provided by communi-
cating belonging to a group with similar interests or
concerns. Esteem support lies in communication,
respect, understanding, and confidence in one’s
abilities. Finally, tangible help aid is performed

through providing or offering goods and services.
In the literature, a clear differentiation has been

established between two forms of social support:
perceived support and enacted support. Perceived
social support is the outcome of supportive com-
munication. It can be understood as subjective
perception – that is, a person’s belief that they ex-
perience the feeling of being supported by his or
her social ties (Lin et al., 1979). Enacted support
comprises actual behaviors, and it can be defined
as the exchanges of resources or aids between indi-
viduals through interpersonal ties (Oh et al., 2014).
More recent literature discriminates between of-
fline and online social support (Oh et al., 2014;
Tifferet, 2020). The latter concept refers to "social
support received via any means of online communi-
cation" (Utz and Breuer, 2017), which is the focus
of this study.

As youth spend more time online, supportive
communication shifts to online platforms. In ad-
dition, several online environment features make
social media a convenient space for seeking and
obtaining support. Factors such as the absence
of nonverbal cues facilitate more intimate disclo-
sures (Tidwell and Walther, 2002). At the same
time, the social distance between individuals is
greater, and interaction management is easier as
compared to face-to-face interactions (Joseph B.
Walther and Shawn, 2002). Consequently, the Inter-
net and social media became important sites where
people seek and receive social support (Wang et al.,
2019). Several studies found positive associations
between the number of SNS friends, frequency of
social media use, online supportive interactions,
affect, perceived social support, and sense of com-
munity satisfaction (Lu and Hampton, 2017; Oh
et al., 2014). For people who use social media, sup-
portive interactions with other individuals that take
place online are the primary source of perceived
support from others (Oh et al., 2014).

Crucially, the support-related opportunities pro-
vided by online media might vary among individu-
als and contexts. In this study, we explore gender-
related differences and differences stemming from
one-to-one versus group character of conversation.
Differences were found between girls and boys in
seeking and providing social support online and of-
fline. While prior findings are equivocal, results of
the meta-analysis showed that females on SNS give
(d = 0.36) and receive (d = 0.14) greater social
support as compared to males (Tifferet, 2020). It
was also found that women are more likely to offer
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social support to their same-sex friends than men
to their same-sex friends (Zhou et al., 2017). One
explanation of this pattern is gender roles assuming
that women are socialized to believe that the norm
is to be emotional, talk about their problems, and
seek help (Andalibi et al., 2017). Gender differ-
ences also manifest in the type of support being
sought or provided. Femininity (for both sexes)
was found to be associated with seeking and re-
ceiving emotional support, and masculinity with
receiving tangible support (Reevy and Maslach,
2001). Concerning differences in support provi-
sion between one-to-one and group conversations,
it was found that different support categories are
associated with factors like different levels of inti-
macy or symmetry between group participants. At
the same time, those factors are partly related to the
number of people participating in interaction (Bam-
bina, 2007).

In conclusion, social science literature considers
mostly self-reported evidence, without considering
real-world setting, and with low ecological validity
(e.g., Huh-Yoo et al., 2023b). Importantly, compos-
ite measures of time spent with social media or IM,
do not differentiate specific practices on the plat-
form. Lu and Hampton (2017) shows that different
ways in which people interact with a social media
platform will be related to different outcomes also
in terms of social support; therefore, directly mea-
suring supportive interaction that takes place in
native communication context would allow study-
ing prevalence, predictors, and effects of different
types of youth peer support that happens in social
media with high ecological validity.

2.2 Detecting Psychological Phenomena in
Private Messaging

Studies on informational support (Williamson and
O’Hara, 2017; Feng and Magen, 2016; High and
Buehler, 2019) and social companionship (Treré,
2015) use metadata such as the number of mes-
sages, number of calls, sent/received ratio, time
spent, social network activity, and others. Ap-
praisal has not been the target of predictive model-
ing; however, it is discussed in the context of social
networks in Feng and Hyun (2012). For Emotional
Support, some feature-based models successfully
use features such as emoticon count and type, as
in Xu et al. (2007). Instrumental Support in IM
conversations has been studied (not with predictive
models) in Xie (2008).

Considering the data domain of IM, Underwood

et al. (2012) pioneered the automated analysis of
private messages by collecting and analyzing the
BlackBerry SMS corpus. With this and several
subsequent works (Skierkowski and Wood, 2012;
Underwood et al., 2015; Brinkley et al., 2017),
the authors have built successfully trained predic-
tive models using feature-based machine learning
methods. Subsequently, Nobles et al. (2018) have
also collected a dataset of SMS messages and in-
troduced a classifier based on the combination of
feature-based modeling and multi-layer perceptron
neural network architecture. Recently, authors have
started analyzing data from social network sites
because they also enable private communication
between users in addition to public-facing com-
munication. Ali et al. (2023) have collected data
from Instagram direct messages and compared a
range of feature-based machine learning classifiers
to a convolutional neural network from Kim (2014)
which showed the best results. The dataset has
been further analyzed in subsequent work (Razi
et al., 2023; Huh-Yoo et al., 2023a). Plhák et al.
(2023b) have analyzed Messenger and WhatsApp
data of adolescents using transformer-based mod-
els. They have shown that leveraging the context
of the classified utterances helps predict risky be-
havior. Sotolář et al. (2024) explore the possibility
of detecting common positive and negative influ-
ence factors that impact adolescents’ well-being in
instant messenger communication and they show
that leveraging the similarities between concepts
can improve the success of the detection.

Concerning methods, NLP has generally moved
away from feature-based modeling, which has in-
herent shortcomings, as shown in Bahdanau et al.
(2015); Vaswani et al. (2017); Radford et al. (2018);
Yang et al. (2019). However, the penetration of
representation-based models to other fields might
be slow because even recent works, such as Nobles
et al. (2018); Razi et al. (2023), explore feature-
based statistical machine learning classifiers.

Datasets in the domain of private dialogues are
usually not published for privacy concerns. We
have inquired the authors of Underwood et al.
(2012), Nobles et al. (2018), and Razi et al. (2023)
for data, but we were denied access based on pri-
vacy concerns. Therefore, we cannot directly redo
the experiments from the referenced works. How-
ever, we compare our methods to the best method
from Razi et al. (2023) on our data.
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Supportive Interaction

Infor. Emotional Social Appraisal Instrum. All incl.
Support Support Compan. Support ’none’

Grammatical gender F 53.2 55.6 45.6 54.6 53.8 46.8
of author names M 46.8 44.4 54.4 45.4 46.2 53.2

Table 2: Distribution of supportive interactions in conversations across demographic factors (% of total).

3 Dataset

We collected a dataset of online private conversa-
tions that the participants of our research led with
their counterparts, which were exported from the
Messenger and WhatsApp applications. Each of
the participants (13-17 years old) conversed with
multiple counterparts; the final dataset contains
data authored by 2165 different users, 90,422 in-
dividual conversations with 1,260,492 utterances
in total. Research such as Benotsch et al. (2013);
Valkenburg and Peter (2011) shows that adoles-
cents overwhelmingly communicate with peers,
which allows us to assume that most of the dataset
is composed of such conversations. 87.25% of ut-
terances are in Czech, 8,08% in Slovak (Czech and
Slovak are mutually intelligible sister languages),
and 4.67% in English. 53.2% of users were male
and 46.79% female (refer to Table 2), which we
determined by automatic morphological analysis
of the users’ names using tools from Straková et al.
(2014). We provide further demographics and au-
thorship distribution statistics in Appendix A.

Annotated Dataset We annotated the data using
five labels based on the five categories of support-
ive interactions as defined in the SSBC as shown
in Section 1, Table 1. We added the ’none’ label
for utterances without any instances present. Each
example was annotated by two raters and the inter-
annotator agreement (IAA) was measured with Co-
hen’s κ. To create the gold-standard version of the
dataset, where all examples have at least two-vote
confidence, the label conflicts were resolved by an
additional round of annotation. The statistics of
the resulting dataset are shown in Table 3. We pro-
vide further details on the annotation process and
additional dataset statistics in Appendix A.

4 Methods

4.1 Data Preprocessing and Preparation
Plhák et al. (2023b) have shown that classifying
utterances along with context is beneficial for de-

tecting phenomena in dialogues. Therefore, our
method defines the dataset examples as local con-
text windows within the dialogues. The context
helps the models capture local dependencies; e.g.,
a winking emoticon following an utterance may
suggest its meaning was joking or sarcastic.

We do not use whole dialogues as examples
mainly because it diverges conceptually from our
research questions – we aim to detect local in-
stances of supportive interactions. Furthermore,
using such examples requires different evaluation
metrics, such as earliness of detection (Vogt et al.,
2021). Nevertheless, some examples contain whole
dialogues because some can be shorter than the con-
text windows. The ratio of such examples depends
on the size of the context windows. For the utter-
ance length statistics (Figure 1) and the distribution
of possible example-length composition (Figure 2),
refer to Appendix A.

While the data is annotated with five subcate-
gories of supportive interactions, training the model
to discriminate the individual subcategories would
not be useful for the goal of the current study –
that is, predicting the distribution of supportive
interactions in a dataset (see Section 4.4). Fur-
thermore, Sotolář et al. (2024) have shown that
the individual categories of supportive interac-
tions are closer to each other in the model’s latent
space than examples without supportive interac-
tions; therefore, aggregating the fine-grained labels
into coarser labels improves the detection success.
We utilize this finding and binarize the problem by
aggregating the subcategory labels into two binary
yes/no labels denoting the occurrence of supportive
interactions.

To construct the examples, we use a sliding win-
dow starting from the last utterance to capture the
local context. The window size is guided by the
maximum input width of the model, and to delimit
the window size precisely, we use a soft charac-
ter limit – breaking on whole utterances. For the
context window construction diagram, refer to Fig-
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Supportive Interaction
Number of

P(%) Cohen’s κ
Number of

P(%)
labels Gold-Standard labels

Informational support 9967 5.07 .685 7322 3.72
Emotional Support 9669 4.92 .639 10526 5.35
Social Companionship 3331 1.7 .604 5766 2.93
Appraisal 2338 1.19 .65 2524 1.28
Instrumental Support 5317 2.7 .599 3640 1.85

None 166150 84.42 – 168096 84.87
All Categories 30622 15.58 – 28676 15.13

All Labeled Utterances 196772 100 – 196772 100

Table 3: Utterance annotation counts in the corpus and the inter-annotator agreement. The left part refers to the
labels produced by two annotators before the supervisor resolves conflicts, and the right part refers to the labels
after the supervisor provides the deciding third vote.

ure 3 in Appendix A. Because the context window
contains a sequence of labels, we produce the final
label of an example by aggregating the labels: if
the sequence of labels contains any that positively
labels one of the subcategories, the whole example
is assigned the positive label.

4.2 Evaluation Metrics, Reliability, and Class
Imbalance

For training, model selection, and validation, we
split the dataset with the target ratio of 80:5:15
respectively (N = 196,772, ntrain = 157,429,
ndev = 9835, ntest = 29,508).

To evaluate the prediction, we use the bootstrap-
ping method from Efron (1979) to estimate confi-
dence intervals. It involves repeatedly drawing sub-
samples with replacement from the validation sam-
ple, creating many simulated test subsamples, and
measuring the predictive performance with the F1

measure on the subsamples. By analyzing the dis-
tribution of the prediction performance, we derive
a 95% confidence interval. To check the statistical
significance when comparing two classifiers, we
derive the p-values using the permutation test (Dror
et al., 2018).

For classification, the imbalance of class distri-
bution (refer to Appendix A, Table 3) needs to be
addressed. We evaluated three approaches: weight-
ing the loss function, augmenting by adding para-
phrases, and simple oversampling. The latter two
showed better results than weighting, but the aug-
mentation did not significantly improve over over-
sampling. Therefore, we used the simpler over-
sampling approach for the training data while the
validation sample retained its class distribution.

4.3 Classification Models

We use the cannonical classifier architecture: a clas-
sification head with the softmax function on top of
a pre-trained transformer model. We selected fine-
tuning as the model adaptation strategy based on
the number of labeled examples (refer to Table 3).
We fine-tune the models using the cross-entropy
loss function. We trained with early-stopping un-
til the loss function saturation. For the detailed
training setup, see Appendix B.

We evaluate several notable pretrained models
to determine the effects of model size, the pre-
trained weights, and architecture. For pre-trained
bases, we compare the parameter-efficient ELEC-
TRA model from Kocián et al. (2022) (Small-E-
Czech), the RoBERTa model from Straka et al.
(2021) (RobeCzech), and the much larger GPT-
3 (Brown et al., 2020). We also use the multilin-
gual model XLM-RoBERTa (Conneau et al., 2020),
which allows the models to be used on data in any
of the model’s pre-training languages (such as En-
glish) using cross-lingual transfer, and we expand
on it in Section 4.5.

4.4 Modeling Gender-based and
Pair-or-Group Differences in the
Prevalence of Supportive Interactions

The prior social science research showed gender-
based differences in the prevalence of supportive
interactions. It also showed that the prevalence
varies between one-to-one and group communica-
tion. Our method, which provides computational
evidence for such claims, can be broken down into
three steps: We detect the characteristics of the par-
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ticipants of a conversation, and within it, we detect
the supportive interactions using the classification
models presented in this study. Finally, we com-
pare the distributions of the detected supportive
interactions to the distribution in the ground truth
from the annotated data.

We define two samples of conversations charac-
terized by the following:

1. Gender-makeup of participants: all-female,
all-male, mixed.

2. Number of participants: 1-on-1 conversations,
group chats.

We performed morphological analysis to draw the
subsample from the test sample based on the gen-
der makeup (for detailed statistics, refer to Ap-
pendix A.2). The subsample for the number of
participants was drawn by counting the distinct au-
thors. We evaluate this experiment in Section 5.2
by using the Z-test on the predicted ratios of sup-
portive interaction labels in the subsamples. We use
the Z-test to compare the proportions of different
labels between two samples because it is designed
for testing differences in proportions with large
sample sizes (PennState, 2024). The test checks
if the proportion of a categorical outcome signifi-
cantly differs between groups, assuming the sample
sizes are large enough for the sampling distribution
to approximate normality.

4.5 Using the Models in Other Languages

The majority language of the data is Czech (see
Section 3), but multilingual models like XLM-
RoBERTa (Conneau et al., 2020) can be fine-tuned
on data in many languages. We use two methods
to achieve this: first, we translate our entire dataset
using the DeepL machine translation service (Kuty-
lowski) and train and test the models in the same
way as with the original data, and second, we lever-
age the cross-lingual ability of the XLM-RoBERTa
model, which promises to enable the usage of a
model trained on data in one language to produce
predictions also for data in other languages.

5 Results

This section presents the effectiveness of supportive
interaction detection in private dialogues and the
utility of the trained models for modeling gender-
based and pair-or-group disparities.

5.1 Effectiveness of the Classification Models

The Effect of Model Size In Table 4, we com-
pare models of different sizes and architectures.
The four larger models performed similarly to each
other – the difference was not statistically signif-
icant (p > 0.05), but all performed significantly
better than the smallest model (p < 1e−5). We
conclude that the models are limited by the quality
and quantity of the annotated data (see the IAA in
Table 3) rather than the model size. Therefore, in
subsequent experiments, we use the smallest of the
large multilingual models (XLM-RoBERTa-large).

Base Model Par. F1± CI AUC

Small-E-Czech 14M 80.15± 1.5 .737
RobeCzech-base 127M 86.78± 1.6 .782
XLM-R-L 561M 86.53± 1.6 .822
XLM-R-XL 3.5B 86.27± 1.6 .821
GPT-3 175B 86.34± 1.4 .811

Table 4: The comparison of classification results using
models of different sizes and architectures measured
with the F1 measure with estimated 95% confidence
intervals and the Area Under Curve (AUC) metric.

Comparing our Best Model to Previous Work
We compare our best model to the best method
from Razi et al. (2023), the most recent related
work. Our model significantly outperformed
(p < 1e−5) the referenced model by a large mar-
gin.

Model F1± CI AUC

CNN - best in
71.82± 1.8 .687

Razi et al. (2023)
RobeCzech-base 86.78± 1.6 .782

Table 5: Comparison of classification results between
our best model and the best model from Razi et al.
(2023). The primary metric is F1 with estimated 95%
confidence intervals and the Area Under Curve (AUC).

5.2 Modeling the Gender-based and
Pair-or-Group Differences

We compared the distribution of occurrences of sup-
portive interactions between the predictions made
by our model and the annotated dataset, which
holds the ground truth labels. The results are shown
in Table 6.

6229



In our dataset, there are statistically significant
differences in the distribution of supportive inter-
actions related to the detected grammatical gender
of participants in the conversation. More specifi-
cally, the occurrence of supportive interactions is
higher in conversations between-girls as compared
to conversations between-boys and conversations
between-participants-of-different-gender. We ob-
served the same differences in the predictions of
our model. With a series of Z-tests, we confirmed
that there was no statistically significant difference
between the predicted occurrence of supportive
interactions and the ground truth for each of the
gender groups.

Concerning the differences across conversations
with different numbers of participants, there are
no statistically significant differences in the occur-
rence of supportive interactions between 1-on-1
and group chats. We observed the same homogene-
ity with our model and confirmed the statistical
significance of the result with a series of Z-tests.

5.3 Language Variations

In Table 7, we present the results of experiments
with the machine-translated version of the dataset
and the cross-lingual transfer method using the
fine-tuned XLM-RoBERTa-large. The model per-
formed the best while trained and evaluated on the
original Czech data. The difference to the other
models is significant (p < 0.01). The machine
translation and cross-lingual transfer perform simi-
larly (p > 0.05).

6 Discussion

Detected Increase of Supportive Interactions
in the All-Female Conversations The results
shown in Section 5.2 provide evidence that our
models can reliably detect the differences in the
frequency of occurrence of supportive interactions
between the all-female, all-male, and mixed-gender
dialogues. Despite the imperfect prediction (as indi-
cated by F1 scores), the model was able to reliably
detect patterns existing in the data and provide fur-
ther evidence to what was shown in literature on
social support: for example, Zhou et al. (2017) con-
cludes that women are more likely to offer social
support to their same-sex friends than are men to
their same-sex friends and Tifferet (2020) showed
that females on SNS give (d = 0.36) and receive
(d = 0.14) greater social support as compared to
males. Based on this, we conclude that we have ev-

idence that our models can become valuable tools
for social science research.

Applicability of the Models across Languages
The results in Table 7 show that the highest per-
formance was achieved with models trained on the
data in the original language. The machine trans-
lation hurt the performance, and the difference is
statistically significant but small. Therefore, we
conclude that our models trained on the machine-
translated version of our dataset are also usable for
English data.

The experiments with cross-lingual transfer
show exciting results: the transfer from Czech to
English and vice versa shows results that are not
statistically different from the machine-translated
version. However, we conclude that our discrimi-
native models, trained on the English dataset and
all of the generative models, can be used in other
languages covered by the pre-training dataset of
the XLM-RoBERTa-large.

6.1 Exploring Correctly and Incorrectly
Classified Examples

We use the gradient-based technique of Layer In-
tegrated Gradients (LIG) from Atanasova et al.
(2020); Robnik-Šikonja and Bohanec (2018) to get
the estimated contribution weight of the input to-
kens. We use LIG to highlight tokens that con-
tribute to the prediction proportionally to the inten-
sity of its shade, green to the positive, and red to
the negative classes (refer to Appendix C, Table 8).
A pattern we observed from the LIG attributions
is the expected model’s bias towards the leftmost
tokens, also shown in Catena et al. (2019); Wu et al.
(2019).

Among the correctly classified (true-positives,
TP), we have found mainly semantically sound
and well-structured text as opposed to the false-
negatives (FN), among which we found many ex-
amples where the text lacked any clear meaning and
examples with ambiguous labels. We argue that
this partially stems from the overall low quality of
text in the language domain of IM messages, where
the utterances are often just sentence fragments or
short in length (see Appendix A, Figure 1), and par-
tially from the dataset annotations which exhibit
only a moderate IAA (see Appendix A, Table 3).
The ambiguity of labels also affects (although to a
lesser degree) the false-positive (FP) examples.

A unique pattern for the FP examples was
the presence of unanswered questions – question-
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Sample Characteristic True Ratio of SI Predicted ratio of SI z-score p-value F1± CI

all-female .6890a .6956a −0.705 .484 81.87± 0.8
all-male .5660b .5716b −0.544 .589 76.76± 1.1
mixed .5773b .5802b −0.496 .617 75.28± 0.6

1-on-1 .6027a .6042a −0.281 .780 77.57± 0.4
group chat .5830a .5960a −1.401 .162 75.39± 0.9

Table 6: The predictive analysis of characteristic subsamples of the test sample. The classification results with
the fine-tuned XLM-RoBERTa-large model are measured with the F1 measure with estimated 95% confidence
intervals. Cells sharing a letter in superscript (a or b) are not significantly different by χ̃2 test of association, with
p-values adjusted by false discovery rate method for multiple comparisons (see Benjamini and Hochberg, 1995).

lang(train) lang(eval) F1± CI AUC

cs cs 86.53± 1.6 .822
en en 84.58± 1.7 .787
cs en 84.20± 1.8 .752
en cs 84.93± 1.9 .807

Table 7: The comparison of classification results
with the fine-tuned XLM-RoBERTa-large for the lan-
guage variants of the dataset (Czech-original, English-
machine-translated) and cross-lingual transfer measured
with the F1 measure with estimated 95% confidence
intervals and the Area Under Curve (AUC) metric.

answer pairs where the answer is curt and question-
answer pairs that contain a negative answer or fail
to provide the needed support. Many examples
take the form of question-answer pairs, and the
models did not discriminate well enough between
the answered and unanswered ones compared to
the annotators, who could discriminate well.

7 Conclusion

In this study, we presented and evaluated novel
and newly applied methods to modeling supportive
interactions in the rarely explored domain of In-
stant Messaging conversations among adolescents.
Using trained language models, we could reliably
model the distribution of supportive interactions in
dialogues led by participants of different character-
istics, specifically gender-based and pair-or-group
disparities. We thus provided new computational
evidence to validate theories concerning the differ-
ential prevalence of online supportive interactions.
We confirmed the theorized gender and group-size
differences: dialogues between girls showed an
increase in supportive interactions as opposed to
mixed-gender or all-boys, and we found that com-
munication in pairs or groups had no significant im-

pact on the prevalence. We have published our mod-
els for Czech and English, and with cross-lingual
transfer, for 98 other languages. We also show the
helpfulness of utilizing gradient-based explainabil-
ity techniques for detecting common patterns in the
error analysis for detecting supportive interactions.
Overall, we found that modeling supportive interac-
tions with language models is effective enough to
become a valuable tool in computational social sci-
ence research for automating the analysis of large
datasets and providing computational evidence for
theories.

8 Limitations

Annotation The annotation application’s UI pre-
sented context windows of utterances to the an-
notators - a small part of the annotated dialogue.
They could scroll to previous/following utterances,
but for future work, it would be helpful to log this
behavior because we could have used this data to
determine the statistics on the annotator’s decisions,
such as the average context needed to decide on
each example’s label.

Reproducibility We adhere to strict ethical and
legal considerations while working with adoles-
cents’ objective data (see Section 9). That limits
our study, as we cannot publish our dataset. Al-
though the dataset is sufficiently anonymized using
a machine learning approach (Sotolář et al., 2021)
and with an additional layer of safety provided by a
non-disclosure statement by the annotators, it is im-
possible to release our dataset because the unaccept-
able risk of re-identifying the users by inference by
a determined attacker acting in bad faith. Even the
state-of-the-art anonymization approaches, such
as Hu et al. (2023); Igamberdiev and Habernal
(2023) have limitations that would prevent pub-
lishing the dataset. This is common in research
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concerning human subjects, such as medicine or
psychology. We have inquired the authors of Un-
derwood et al. (2012), Nobles et al. (2018), and
Razi et al. (2023) for data, but we were not granted
access based on privacy concerns. However, we
compare our methods to the best method from Razi
et al. (2023) on our data (see Section 5.1).

Data Modality We omitted other modalities than
text in data collection because, at the time no reli-
able anonymization method existed for modes such
as images. However, we remain optimistic about
the potential of future authors to find a solution or
try to transfer the information from the data from
other modes on the client side, thus bypassing the
need for anonymization.

Robustness of Supportive Interaction Detection
The distribution of utterance authors in the dataset
is not optimal, as shown in Figure 8, which may
lead to overfitting on the semantic, stylistic, or syn-
tactic features of the users that contributed more
data than others. It is a challenge we encourage
future authors to consider and address using larger
language models or larger datasets to enhance the
robustness of the detection.

Applications Besides our methods being useful
as scientific tools for big data and real-time analy-
sis, future work might focus on integrating the pre-
sented methods into parental control applications.
Such applications could inform parents about their
children’s supportive online interactions (or lack
thereof) in addition to the more commonly studied
negative influence factors, such as online risks.

9 Data Privacy and Ethical
Considerations

Our research participants were volunteers, and they
and their parents gave informed consent to par-
ticipate. Due to the sensitivity of the data, we
went above and beyond to adhere to the legal and
ethical recommendations of the Research Ethics
Committee of our institution, the GDPR (Euro-
pean Union, 2016), and the research protocol of
the study (Elavsky et al., 2022) . All text messages
were anonymized and access-protected on multi-
ple levels. Before uploading to a private server
through a custom desktop application, the data
were anonymized with the method described in So-
tolář et al. (2021); therefore, nobody had access
to non-anonymized data. Metadata, such as the

authors’ names, were also anonymized. There-
fore, the platforms that were data sources cannot be
queried ex-post to retrieve user information. The
chosen anonymization method is tuned for pre-
cision and was shown not to affect classification
accuracy. Moreover, multimedia messages were
replaced by appropriate tags (such as <photo>,
<gif>, <audio>) to preserve anonymity and also
continuity, such as reactions.

For uploading the data, we developed a cus-
tom digitally-signed desktop application that re-
moved any multimedia content (see Section 8) and
anonymized the conversations on the client side
before uploading them over a secure channel to our
secure and access-protected server. All who had
access to the data signed a non-disclosure agree-
ment. Access to the data was divided into three
levels: administrators, researchers, and annotators.
Only a randomized selection of samples was pre-
sented to the annotators through a web application
for IM annotation (Plhák et al., 2023a) to prevent
familiarization with authors’ styles and discussed
topics. The annotators passed intensive training in
data confidentiality. If they found or suspected a
rare case of re-identification or attribute disclosure,
they reported the case, which was mitigated.
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Source Tools for Morphology, Lemmatization, POS
Tagging and Named Entity Recognition. In Proceed-
ings of 52nd Annual Meeting of the Association for
Computational Linguistics: System Demonstrations,
pages 13–18, Baltimore, Maryland. Association for
Computational Linguistics.

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 2017.
Axiomatic attribution for deep networks. In Interna-
tional conference on machine learning, pages 3319–
3328. PMLR.

Anja Thieme, Danielle Belgrave, and Gavin Doherty.
2020. Machine learning in mental health: A system-
atic review of the hci literature to support the devel-
opment of effective and implementable ml systems.
ACM Trans. Comput.-Hum. Interact., 27(5).

Lisa Collins Tidwell and Joseph B. Walther. 2002.
Computer-Mediated Communication Effects on Dis-
closure, Impressions, and Interpersonal Evaluations:
Getting to Know One Another a Bit at a Time. Hu-
man Communication Research, 28(3):317–348.

Sigal Tifferet. 2020. Gender Differences in Social
Support on Social Network Sites: A Meta-Analysis.
Cyberpsychology, Behavior, and Social Networking,
23(4):199–209.

Emiliano Treré. 2015. Reclaiming, proclaiming, and
maintaining collective identity in the# yosoy132
movement in mexico: An examination of digital
frontstage and backstage activism through social me-
dia and instant messaging platforms. Information,
Communication & Society, 18(8):901–915.

Marion K Underwood, Samuel E Ehrenreich, David
More, Jerome S Solis, and Dawn Y Brinkley. 2015.
The blackberry project: The hidden world of adoles-
cents’ text messaging and relations with internalizing
symptoms. Journal of Research on Adolescence,
25(1):101–117.

Marion K Underwood, Lisa H Rosen, David More,
Samuel E Ehrenreich, and Joanna K Gentsch. 2012.

The blackberry project: capturing the content of ado-
lescents’ text messaging. Developmental psychology,
48(2):295.

Sonja Utz and Johannes Breuer. 2017. The Relationship
Between Use of Social Network Sites, Online Social
Support, and Well-Being: Results From a Six-Wave
Longitudinal Study. Journal of Media Psychology,
29(3):115–125.

Patti Valkenburg and Jochen Peter. 2011. Online com-
munication among adolescents: An integrated model
of its attraction, opportunities, and risks. The Jour-
nal of adolescent health : official publication of the
Society for Adolescent Medicine, 48:121–7.

Patti M. Valkenburg, Ine Beyens, Adrian Meier, and
Mariek M.P. Vanden Abeele. 2022. Advancing our
understanding of the associations between social me-
dia use and well-being. Current Opinion in Psychol-
ogy, 47:101357.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. Advances in neural information processing
systems, 30.

Matthias Vogt, Ulf Leser, and Alan Akbik. 2021. Early
detection of sexual predators in chats. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 4985–4999.

Ge Wang, Wei Zhang, and Runxi Zeng. 2019. WeChat
use intensity and social support: The moderating
effect of motivators for WeChat use. Computers in
Human Behavior, 91:244–251.

J Austin Williamson and Michael W O’Hara. 2017.
Who gets social support, who gives it, and how it’s
related to recipient’s mood. Personality and Social
Psychology Bulletin, 43(10):1355–1377.

Thomas A Wills and Ori Shinar. 2000. Measuring per-
ceived and received social support.

Zhijing Wu, Jiaxin Mao, Yiqun Liu, Min Zhang, and
Shaoping Ma. 2019. Investigating passage-level rele-
vance and its role in document-level relevance judg-
ment. In Proceedings of the 42nd International ACM
SIGIR Conference on Research and Development in
Information Retrieval, pages 605–614.

Bo Xie. 2008. Multimodal computer-mediated com-
munication and social support among older chinese
internet users. Journal of Computer-Mediated Com-
munication, 13(3):728–750.

Lingling Xu, Cheng Yi, and Yunjie Xu. 2007. Emo-
tional expression online: The impact of task, rela-
tionship and personality perception on emoticon us-
age in instant messenger. PACIS 2007 proceedings,
page 79.

6236

http://www.aclweb.org/anthology/P/P14/P14-5003.pdf
http://www.aclweb.org/anthology/P/P14/P14-5003.pdf
http://www.aclweb.org/anthology/P/P14/P14-5003.pdf
https://doi.org/10.1145/3398069
https://doi.org/10.1145/3398069
https://doi.org/10.1145/3398069
https://doi.org/10.1111/j.1468-2958.2002.tb00811.x
https://doi.org/10.1111/j.1468-2958.2002.tb00811.x
https://doi.org/10.1111/j.1468-2958.2002.tb00811.x
https://doi.org/10.1089/cyber.2019.0516
https://doi.org/10.1089/cyber.2019.0516
https://doi.org/10.1027/1864-1105/a000222
https://doi.org/10.1027/1864-1105/a000222
https://doi.org/10.1027/1864-1105/a000222
https://doi.org/10.1027/1864-1105/a000222
https://doi.org/10.1016/j.jadohealth.2010.08.020
https://doi.org/10.1016/j.jadohealth.2010.08.020
https://doi.org/10.1016/j.jadohealth.2010.08.020
https://doi.org/10.1016/j.copsyc.2022.101357
https://doi.org/10.1016/j.copsyc.2022.101357
https://doi.org/10.1016/j.copsyc.2022.101357
https://doi.org/10.1016/j.chb.2018.10.010
https://doi.org/10.1016/j.chb.2018.10.010
https://doi.org/10.1016/j.chb.2018.10.010


Zhiheng Yang, Zihang Dai, Yiming Yang, Jaime Car-
bonell, Ruslan Salakhutdinov, and Quoc V Le. 2019.
Xlnet: Generalized autoregressive pretraining for lan-
guage understanding. In Advances in Neural Infor-
mation Processing Systems (NeurIPS).

Matthew D Zeiler and Rob Fergus. 2014. Visualiz-
ing and understanding convolutional networks. In
Computer Vision–ECCV 2014: 13th European Con-
ference, Zurich, Switzerland, September 6-12, 2014,
Proceedings, Part I 13, pages 818–833. Springer.

Yuxiang Chris Zhao, Mengyuan Zhao, and Shijie Song.
2022. Online health information seeking behaviors
among older adults: systematic scoping review. Jour-
nal of medical internet research, 24(2):e34790.

Biru Zhou, Dara Heather, Alessia Di Cesare, and An-
drew G. Ryder. 2017. Ask and you might receive:
The actor-partner interdependence model approach
to estimating cultural and gender variations in social
support: Social support seeking and provision. Euro-
pean Journal of Social Psychology, 47(4):412–428.

David Álvarez García, José Núñez, Trinidad Garcia, and
Alejandra Barreiro. 2018. Individual, family, and
community predictors of cyber-aggression among
adolescents. The European Journal of Psychology
Applied to Legal Context.

A IM Dataset: Annotation and Statistics

We collected a dataset of online private conver-
sations that the participants of our research led
with their counterparts, which were exported from
the Messenger and WhatsApp applications. They
were exported by the participants themselves, who
were instructed to select a timeframe for the ex-
port, which resulted in data from 2015-09-14 to
2020-12-14. This timeframe suggests, that recent
topics, such as Covid-19, are not over-represented
in the data. Each of the participants (13-17 years
old) conversed with multiple counterparts; the final
dataset contains data authored by 2165 different
users. See also the demographics in Section A.2
and the authorship distribution in Figure 8.

A.1 Segmentation

As many of the conversations were long-running,
some spanning years, we divided them into smaller
parts to achieve better topic separation using a
threshold of 60+ minutes-long conversation pauses,
which resulted in a shift of the distribution of the
unit length towards shorter units. After this, the
total number of conversations was 90,422 with
1,260,492 total utterances.

Figure 1: The distribution of utterance length
in characters without outliers. 52.79% ≤ 20,
72.08% ≤ 30 characters.

Figure 2: The distributions of example length for three
settings of the context length: 64 (left), 256 (center),
and 1024 (right).

A.2 Demographics

Research such as Benotsch et al. (2013); Valken-
burg and Peter (2011) shows that adolescents over-
whelmingly communicate with peers, which allows
us to assume that most of our dataset is composed
of such conversations. 87.25% of utterances are in
Czech, 8,08% in Slovak (Czech and Slovak are mu-
tually intelligible sister languages), and 4.67% in
English. 53.2% of users were male and 46.79%
female (see Table 2), which we determined by
automatic morphological analysis using the Mor-
phoDiTa tool from Straková et al. (2014) of the
names the users chose because the anonymization
method we used retains the grammatical genders.
In Czech and Slovak, there is a third grammatical
gender neuter, but we did not detect any in our
data. Since we were limited by the anonymity of
our data, determining other demographic factors
reliably, such as nationality, location, race, religion,
exact age, sexuality, and more nuanced gender, and
many others, was not feasible.
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Figure 3: Different approaches to constructing the
dataset examples. Blue: single utterance, red: hard
character limit, green: soft character limit.

Figure 4: The distribution of dialog thread length in
characters without outliers for data annotated with Sup-
portive Interaction labels.

A.3 Annotation Process

The label definitions materialized in the annotation
manual (refer to Github-Repository, 2024), which
covers general and class-specific annotation rules
and contains examples. We defined five labels,
which are based on the five categories of support-
ive interactions as defined in the Social Support
Behavioral Code (SSBC) developed by Cutrona
and Suhr (1992) as shown in Section 1, Table 1
with the addition of the ’none’ label for utterances

Figure 5: The distribution of conversation length (seg-
mented using a threshold of 60+ minutes-long conversa-
tion pauses) in characters for data annotated with Sup-
portive Interaction labels.

without any instances present.

Each label was decided by majority vote – at
least two annotators used the same label. We
trained three annotators, who were research team
members (male, male, and female), to apply it to
samples of the data. Over several training itera-
tions, we refined the manual until we reached the
desired level of inter-annotator agreement (IAA)
measured with Cohen’s κ. After finalizing the man-
ual, we threw out the initial annotations. After each
example was annotated by two raters, an additional
round of annotation by the supervisor to create the
gold-standard version of the dataset by resolving
the conflicts where labels have at least two-vote
confidence. Table 3 shows the statistics for the an-
notations including the IAA. In Figure 6 we show
the distribution of the length of annotated utter-
ances excluding the ’none’ label which follows the
exponential distribution with half of the examples
below 60 characters. In Figure 7 we show the distri-
bution of the number of utterances annotated within
one continuous Supportive Interaction excluding
the ’none’ label which is also exponential.

Figure 6: Distribution of the length of annotated
utterances excluding the ’none’ label measured
in characters.

We inspect the distribution of the utterance au-
thors in Figure 8 because it influences the reliability
of the measured prediction results of our models.
If the data are authored by a small number of users,
the models may overfit on the vocabulary, style,
and topics discussed by this small group of authors.
In our data, the distribution for some of the labels
is less optimal than for the others (refer to Fig-
ure 8), as more users produced higher volume of
utterances than the rest, but for all the labels we
consider the distribution satisfactory.
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Figure 7: Distribution of the number of utterances an-
notated within one continuous Supportive Interaction
excluding the ’none’ label.

B Training Details

For the detailed training setup, see the code reposi-
tory (Github-Repository, 2024).

Code https://github.com/csocsci/

supportive-interactions

Models The trained models are available
from (HuggingFace-Hub, 2024). Notable variants:

Fine-tuned for English, XLM-RoBERTA-large:
https://hf.co/csocsci/
xlm-roberta-large-binary-en-iib

Fine-tuned for Czech, XLM-RoBERTA-large:
https://hf.co/csocsci/
xlm-roberta-large-binary-cs-iib

Fine-tuned for Czech, RoBERTA:
https://hf.co/csocsci/
robeczech-base-binary-cs-iib

See the corresponding model cards for usage.

Training Settings We trained the models us-
ing the HuggingFace Transformers. We applied
standard sequence-to-sequence training with cross-
entropy loss on tokens. We optimized the model
with AdamW optimizer and effective batch size of
256. We used learning rate of 5e-5 with 1000
warmup steps, and a linear lr decay to 0 in
100000 steps. The models were trained in bf16
precision. During training, we monitored the val-
idation predictions on the dev sample and used
early stopping. We set the convergence criteria as
failing to improve the F1 over 5 ∗ 500 steps. Af-
ter training we selected the best checkpoint. All
models converged between 8000 and 15000 steps
(Mavg = 9500).

Hardware To train our models, we used A100
40GB GPUs. The total training wall time, includ-
ing preliminary experiments, was 17 days.

C Error Analysis

In this section, we qualitatively explore the classi-
fication results. Methods for the challenging prob-
lem of explaining predictions generated by deep
neural networks can be divided into explanations
by simplification, e.g., LIME (Ribeiro et al., 2016);
gradient-based explanations, e.g., Integrated Gradi-
ents (Sundararajan et al., 2017); perturbation-based
explanations (Shapley et al., 1953; Zeiler and Fer-
gus, 2014). Based on reviews (Atanasova et al.,
2020; Robnik-Šikonja and Bohanec, 2018), which
analyzed different diagnostic properties of explain-
ability techniques, we opted for the gradient-based
technique of Layer Integrated Gradients (LIG),
which outperforms the other techniques, particu-
larly in the Agreement with human rationales met-
ric, which is crucial for qualitative analysis. By
using LIG, we get the contribution weight of the
input tokens and highlight them in the text. We
use the gradient-based LIG to get the estimated
contribution weight of the input tokens resulting in
Table 8.
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(1) All labels inc. the none-label (2) Informational support (3) Emotional support

(4) Social companionship (5) Appraisal (6) Instrumental support

Figure 8: Utterance-author count distribution across the labels in the dataset (N = 196,772, n2 = 7322, n3 =
10,526, n4 = 5766, n5 = 2524, n6 = 3640). One rectangle represents a user, and the relative size of it and the
number within represents the number of such labeled utterances. This type of analysis shows whether the annotated
phenomena are distributed across many users or just a few.
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Table 8: Error Analysis of classified examples: LIG attributions with respect to input features. Note the technical
limitation of the XLM-RoBERTa model family: its tokenizer incorrectly encodes some emoticons. Therefore, we
can observe auxiliary characters, which replace the emoticons. The emoticons are replaced consistently; however,
the replacements are void of a priori semantics from the pre-training.

Prediction Example

TP

TP

TP

FN

FN

FN

FP

FP

FP
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