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Abstract
This study explores the integration of auto-
mated writing evaluation (AWE) and gram-
matical error correction (GEC) through mul-
titask learning, demonstrating how combining
these distinct tasks can enhance performance
in both areas. By leveraging a shared learn-
ing framework, we show that models trained
jointly on AWE and GEC outperform those
trained on each task individually. To support
this effort, we introduce a dataset specifically
designed for multitask learning using AWE and
GEC. Our experiments reveal significant syn-
ergies between tasks, leading to improvements
in both writing assessment accuracy and error
correction precision. This research represents a
novel approach for optimizing language learn-
ing tools by unifying writing evaluation and
correction tasks, offering insights into the po-
tential of multitask learning in educational ap-
plications.

1 Introduction

Learner corpus applications such as automated writ-
ing evaluation (AWE) and grammatical error cor-
rection (GEC) systems offer promising solutions
for reducing the workload of language instructors
and simplifying the feedback process for learners.
These systems can serve as indispensable tools by
providing prompt scoring alongside corrective feed-
back, thus addressing the growing need for efficient
and effective assessment practices for both instruc-
tors and students. AWE predicts continuous values
for a holistic score or a set of trait scores, offering
a comprehensive assessment of the writing qual-
ity. GEC automates the detection and correction of
grammatical errors in writing. As the number of
both first- and second-language learners continues
to increase and the demand for timely feedback
intensifies, AWE and GEC have gained increas-
ing popularity in recent years (Jiang et al., 2023;
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Bryant et al., 2023, inter alia). At present, AWE
is commonly approached through linear regression
models, while GEC is often treated as a translation
task, in which incorrect sentences are "translated"
into their correct forms. AWE and GEC have tradi-
tionally been treated as separate tasks.

In this study, we aim to introduce a system that
integrates AWE and GEC through prompting, de-
signed to enhance the language learning process
and promote better learning outcomes. Although
various approaches have leveraged AWE or GEC
systems to support language learners, our goal is
to develop a more robust and cohesive method that
transforms traditional language education using
state-of-the-art techniques. Throughout this paper,
we use the term prompt in two distinct contexts: (1)
In the context of essay writing, a prompt refers to
a specific question, topic, or statement serving as
the starting point for an essay. (2) In the context
of generative pre-trained transformers, a prompt
refers to the input provided to the model to gener-
ate a response.

The integration of technology into language
learning and teaching has become ubiquitous, with
automatic essay scoring (AES) emerging as a
widely adopted and effective method for assessing
writing proficiency and providing instant, individ-
ualized feedback to learners. AES systems auto-
mate the process of assigning numerical grades or
scores to essays that are typically written in the
first language in educational settings. For example,
English AES systems commonly rely on the ASAP
dataset, which was initially introduced in the 2012
Kaggle competition.1 This dataset has been exten-
sively used in various AES systems. On the other
hand, GEC focuses on automatically identifying
and correcting grammatical errors in sentences. En-
glish GEC systems have leveraged the Cambridge
English Write & Improve (W&I) corpus, which is

1https://www.kaggle.com/c/asap-aes
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manually annotated with CEFR proficiency levels
(Yannakoudakis et al., 2018). This corpus was in-
troduced at the Building Educational Applications
(BEA) 2019 Shared Task: Grammatical Error Cor-
rection (BEA2019) (Bryant et al., 2019) and has
since been widely used in GEC research.

Only a few studies have attempted to integrate
pre-neural AES and GEC systems, with most fo-
cusing on the perceived feedback from language
learners (Ranalli, 2018; O’Neill and Russell, 2019;
Zhang, 2020; Ariyanto et al., 2021; Reynolds et al.,
2021). While empirical studies have explored stu-
dent perceptions, beliefs, and preferences regard-
ing feedback, its direct influence on writing per-
formance remains unclear (Truscott, 1999; Ferris,
1999; Chandler, 2003; Ferris, 2004, 2014). There-
fore, this study focuses on integrating AES and
GEC systems through prompting. For the first
time, we combine neural AES and GEC systems,
achieving results that approach state-of-the-art per-
formance.

2 Enriching the corpus

Korean AWE dataset We used the Korean AWE
dataset (Lim et al., 2023), which includes profi-
ciency levels ranging from Levels 1 to 6 (equiva-
lent to CEFR levels A1 to C2). The dataset also
contains additional information such as students’
native languages by nationality, gender, teacher-
assigned overall scores, writing prompts, and com-
plete writing samples, which have been manually
segmented into sentences and essays. This dataset
has been used in several studies on the applica-
tions of the Korean learner corpus (Sung and Shin,
2023a,b, 2024). While some writing prompts are
specific to learners at certain proficiency levels
(e.g., the prompt My weekend for Level 1), oth-
ers are shared across multiple proficiency levels
(e.g., The day I remember the most for Levels 3
and 5). The dataset includes more than 100 writ-
ing prompts, with 21 prompts assigned to multiple
proficiency levels, representing 42.96%.

Enriching the AWE dataset with GEC AWE
and GEC face challenges owing to their different
basic processing units. AWE evaluates entire es-
says and assesses all aspects of a student’s writing,
whereas GEC processes the text on a sentence-by-
sentence basis. To address this, a native speaker
manually segmented the essays used in AWE into
smaller sentence units as the corpus contains gram-
matical errors, making automatic sentence bound-

ary detection unreliable. This yielded 48,937 sen-
tences. We then conducted GEC annotation by
correcting these segmented sentences. To ensure
GEC accuracy, two native Korean speakers with
backgrounds in applied linguistics were employed
to verify the results. In line with the essay writ-
ing evaluation data guidelines, we ensured that
the GEC annotations minimized changes to the
author’s intended content. Following manual cor-
rections, we achieved an 82.6% agreement between
the linguists. In cases of annotation conflicts, a
post-processing step was implemented in which
disagreements were resolved through discussion.
Details regarding the annotation guidelines, annota-
tors, and final dataset are provided in Appendix A.
We excluded a small subset of the test dataset
from the 4,011 processed essays, which included
prompts that were not part of the training dataset.
Because a fair evaluation requires an even distri-
bution of proficiency levels, the prompt The most
memorable day of my life, evenly distributed be-
tween Levels 3 (B1) and 5 (C1), was selected for
the test dataset. The remaining dataset, consisting
of 3,804 essay samples and 44,865 sentences, was
used for training. The test dataset included 207
essays and 4,072 sentences. The detailed statistics
of the training data and the distribution of gram-
matical errors can be found in Appendix B, E.

3 Experiments and Analysis

We employed the Bllossom model and fine-tuned
it for our experiments, which we describe in Ap-
pendix C2. Additionally, we refer to our enriched
dataset as K-UEED.

3.1 Experiments environment

For our experiments, we introduced two evalua-
tion methods to assess the validity of the training
dataset and proposed model: (1) an internal eval-
uation using only the K-UEED dataset, and (2) an
external evaluation incorporating additional GEC
datasets. To ensure reproducibility and enable a fair
comparison with previous studies, we followed the
evaluation methods proposed in previous studies.
The evaluation metrics employed are presented in
Table 1, as follows: (1) AWE: Lim et al. (2023)
proposed methods for predicting proficiency levels
using accuracy along with scoring based on the
quadratic weighted kappa (QWK). (2) GEC: Yoon

2https://huggingface.co/MLP-KTLim/
llama-3-Korean-Bllossom-8B
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Model AWE QWK GEC (GLEU)

Llama3-8B-MUL 47.34 36.46 49.06
Llama3-8B (5-shot) 16.42 4.86 37.01
GPT-4o (5-shot) 41.55 39.25 56.19

BLLOSSOM-AWE 36.72 46.18 -
BLLOSSOM-GEC - - 50.76
BLLOSSOM-MUL 46.38 46.86 49.92
BLLOSSOM-GA 60.39 64.16 50.13
BLLOSSOM-AG 41.06 58.60 50.01

Table 1: Experimental results using K-UEED data

et al. (2023) suggested the use of F0.5 scores and
GLEU (Napoles et al., 2015) as evaluation metrics.
The experiments were conducted using identical
prompt formats to ensure that all models were eval-
uated under the same conditions. The instruction
tuning for all LLMs was run over 10 epochs, with
the tailored training sequences and hyperparameter
settings provided in Appendix D.

3.2 Evaluation on K-UEED

Table 1 presents the experimental results ob-
tained using the K-UEED dataset. Specifically,
BLLOSSOM-AWE refers to a version of the Bllos-
som model based on Llama3-8B Dubey et al.
(2024) without vocabulary expansion, trained ex-
clusively on the AWE dataset from K-UEED to spe-
cialize in AWE. In contrast, BLLOSSOM-GEC was
trained solely on the GEC dataset. Finally, the
BLLOSSOM-(MUL,AG,GA) model is a multitask
model trained using a combination of AWE and
GEC. A key advantage of K-UEED is its capability
to support diverse combinations of multitask train-
ing. During the training process, all essays were
divided into sentence- and essay-level GEC tasks.
The AG and GA methods involved merging the
GEC and AWE datasets at the essay level into a sin-
gle sample with 3,804 samples. In the AG method,
the models were first trained to predict the AWE
for an essay, followed by the GEC. The GA method
followed the reverse order. The MUL method in-
volved training by combining sentence-level GEC
with essay-level data from the GA method. How-
ever, while these methods used essays as inputs
during training (which did not affect AWE evalu-
ation), the GEC evaluation required inputs at the
sentence level; therefore, the dataset was split ac-
cordingly.

Overall comparison It can be observed from the
results in Table 1 that GPT-4o achieved the highest
GEC scores, followed by BLLOSSOM-GEC, which

was 5.43 points lower. Notably, the Llama-8B (5-
shot) model, which was not fine-tuned and was
provided with only five examples, occasionally gen-
erated text outside the proficiency level, resulting
in lower performance.

Impact of multitask training on GEC and
AWE When comparing the results of BLLOSSOM-
GEC with the various multitask-trained models
(BLLOSSOM-*) in Table 1, the GEC models trained
in a single-task format exhibited the highest perfor-
mance. Incorporating the AWE dataset into GEC
training did not yield positive effects. Conversely,
in AWE, the models trained in a multitask format
scored significantly higher, with increases rang-
ing from 0.68 to 17.98 points on the QWK scale.
Notably, the BLLOSSOM-GA model, which was
trained to generate GEC results for a paragraph
before predicting the AWE score, showed a sub-
stantial improvement in AWE performance. This
suggests that the model’s ability to reference its
own GEC results first enhances the accuracy of
the subsequent AWE score calculations. In con-
trast, the BLLOSSOM-AG model, which predicts
AWE first and then generates GEC, did not show
significant performance gains in the GEC task.

3.3 Evaluation on existing GEC dataset

What potential benefits can be achieved by com-
bining the proposed K-UEED dataset with existing
GEC data? Table 2 shows that the KAGAS GEC
dataset consists of separate training and testing sets
for L1 and L2 learners (Yoon et al., 2023). We eval-
uated the performance on the KAGAS test dataset
by integrating it with the K-UEED dataset in various
configurations.

Impact of dataset combination on GEC
BLLOSSOM+KAGAS and BLLOSSOM-*+KAGAS

models in Table 2 differ in their use of KAGAS
data. The observations indicate that simultaneous
training with L2 datasets from K-UEED and KA-
GAS L2 led to significant performance improve-
ments across all cases. Notably, the BLLOSSOM-
GEC+KAGAS model showed increases of 1.01
points in GLEU and 1.77 points in the F-score,
suggesting that combining similar L2 datasets can
yield positive results. In contrast, training with
the L2 dataset from K-UEED combined with KA-
GAS L1 did not result in significant performance
improvements.
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L2 (learner) L1 (native) Union (L1+L2)
Gen.

time
GLEU M2 GLEU M2 GLEU M2

Pre. Rec. F0.5 Pre. Rec. F0.5 Pre. Rec. F0.5

Hanspell (Yoon et al., 2023) 30.36 29.45 5.33 15.46 57.08 81.93 47.36 71.50 - - - - 189.69

KoBART (Yoon et al., 2023) 45.06 43.35 24.54 37.58 67.24 75.34 55.95 70.45 - - - - 38.25

LLAMA3-8B-INST (5-SHOT) 33.23 26.33 39.01 24.45 39.73 32.65 29.54 31.98 35.97 28.85 22.59 33.91 63.24

LLAMA3-8B-INST+KAGAS 52.35 55.64 37.22 50.63 82.18 90.70 78.66 88.01 62.73 68.67 50.24 63.98 53.07

BLLOSSOM+KAGAS 53.64 58.93 38.49 53.22 82.29 92.13 78.37 89.01 63.42 72.08 51.05 66.59 59.7

BLLOSSOM-GEC+KAGAS 54.65 60.33 40.66 55.01 82.03 92.05 78.05 88.87 64.18 71.58 51.65 66.45 57.14

BLLOSSOM-MUL+KAGAS 54.21 59.30 39.78 54.00 81.56 90.92 77.40 87.85 63.40 70.94 50.90 65.76 51.06

BLLOSSOM-GA+KAGAS 54.96 60.12 40.76 54.90 82.35 92.21 78.64 89.13 64.28 72.39 51.90 67.09 55.92

BLLOSSOM-AG+KAGAS 54.44 59.72 40.01 54.37 82.74 92.36 78.77 89.28 63.96 71.88 51.29 66.54 55.12

BLLOSSOMV-GEC+KAGAS 49.00 53.46 34.22 48.05 77.81 84.81 74.41 82.51 59.41 67.97 46.56 62.24 52.41

Table 2: Experimental results using the Korean KAGAS GEC data proposed by Yoon et al.

Impact of AWE dataset on KAGAS-GEC The
BLLOSSOM-GA+KAGAS model in Table 2 used
the K-UEED dataset for simultaneous training on
AWE and GEC, followed by fine-tuning with the
KAGAS training data. This model exhibited the
best performance in the Union training, which in-
volved simultaneous training on L1 and L2, scor-
ing 1.5 points higher than the BLLOSSOM+KAGAS

model. These results suggest that multitask training
of AWE and GEC can positively influence the GEC
performance, depending on the training method.

Impact of pre-training on the GEC task The
Bllossom model is fundamentally based on Llama3
and was subjected to additional pre-training with
approximately 100 GB of Korean-English data. In
our evaluation, the BLLOSSOM+KAGAS model out-
performed the LLAMA3-8B-INST+KAGAS model
in several metrics. Notably, the two models showed
a significant score difference of 2.61, suggesting
that the additional Korean pre-training had a highly
positive impact on performance.

Impact of vocabulary extension on GEC The
BLLOSSOMV model in Table 2, which is based
on the Llama3-8B model, incorporated an addi-
tional 23,000 Korean words before undergoing
pre-training with 100 GB of Korean-English data.
When comparing the BLLOSSOM-KAGAS model,
which was pre-trained without vocabulary expan-
sion, to the BLLOSSOMV-KAGAS model, the inclu-
sion of word extension showed a negative impact
on the performance.

3.4 Analysis

The top three lines in Figure 1 display the actual
GEC error distributions for K-UEED and KAGAS
levels L1 and L2, respectively. In addition, the

0 20 40 60 80 100
Percentage

BllossomV_GEC
Bllossom_GEC

Bllossom_AG
Bllossom_GA

L2
L1

K-UEED

noop
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PARTICLE

INSERTION
CONJUGATION

SPELL
NOUN

ENDING
DELETION

VERB
PUNCT

MODIFIER
ADJECTIVE

SHORTEN
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Figure 1: Distributions of GEC error types in K-UEED
and KAGAS, and error predictions by the Bllossom
model

bottom four lines indicate the error prediction dis-
tributions of the proposed Bllossom-based model.
Our analysis yielded two key observations. First,
excluding the "noop" error type unique to K-UEED,
the GEC error distributions for K-UEED and L2
were strikingly similar. Second, a strong alignment
between the dataset and model error distributions
correlated with improved GEC performance, which
was particularly notable in the BLLOSSOM-GA and
K-UEED dataset, as listed in Table 2. The additional
findings are presented in Appendix E.

Table 3 shows the distribution of grammatical
error types (GEC) in relation to AWE scores within
the K-UEED dataset. It illustrates how the occur-
rence of certain errors varies depending on the
score. Interestingly, a distinction was observed
between lower and higher AWE scores. As AWE
scores increase, the proportion of the [noop, WS]
type, where no corrections are made to the sen-
tences, also increases. In contrast, the frequency of
‘INSERTION’ errors decreases as scores improve,
showing a strong correlation between specific error
types and the overall writing quality.

4 Conclusion

In conclusion, our work with K-UEED demonstrates
the potential for integrating AWE and GEC into
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Type AWE Score

0 10 20 30 40 50 60 70 80 90 100

ADJECTIVE 1 (0.60%) 2 (0.76%) 4 (0.41%) 12 (0.55%) 24 (0.71%) 67 (0.67%) 103 (0.67%) 121 (0.61%) 117 (0.63%) 63 (0.45%) 3 (0.22%)
CONJUGATION 12 (7.19%) 21 (7.95%) 84 (8.62%) 196 (8.96%) 276 (8.17%) 819 (8.17%) 1226 (8.02%) 1369 (6.90%) 1197 (6.46%) 700 (5.04%) 56 (4.05%)
DELETION 7 (4.19%) 10 (3.79%) 36 (3.70%) 88 (4.02%) 122 (3.61%) 442 (4.41%) 692 (4.53%) 918 (4.63%) 781 (4.21%) 545 (3.93%) 43 (3.11%)
ENDING 13 (7.78%) 11 (4.17%) 66 (6.78%) 102 (4.66%) 244 (7.22%) 648 (6.46%) 1010 (6.61%) 1240 (6.25%) 1153 (6.22%) 803 (5.79%) 61 (4.41%)
INSERTION 35 (20.96%) 22 (8.33%) 201 (20.64%) 389 (17.79%) 415 (12.28%) 1217 (12.14%) 1931 (12.63%) 2167 (10.93%) 1610 (8.68%) 1052 (7.58%) 97 (7.01%)
NOUN 16 (9.58%) 18 (6.82%) 46 (4.72%) 160 (7.32%) 229 (6.78%) 714 (7.12%) 1050 (6.87%) 1376 (6.94%) 1231 (6.64%) 796 (5.74%) 80 (5.78%)
PARTICLE 16 (9.58%) 35 (13.26%) 126 (12.94%) 277 (12.67%) 551 (16.30%) 1561 (15.57%) 2284 (14.94%) 2745 (13.84%) 2615 (14.10%) 1618 (11.66%) 144 (10.40%)
PUNCT 4 (2.40%) 0 (0.00%) 12 (1.23%) 31 (1.42%) 41 (1.21%) 93 (0.93%) 96 (0.63%) 189 (0.95%) 133 (0.72%) 192 (1.38%) 24 (1.73%)
SPELL 19 (11.38%) 30 (11.36%) 82 (8.42%) 219 (10.01%) 363 (10.74%) 1077 (10.74%) 1562 (10.22%) 2091 (10.54%) 1885 (10.17%) 1238 (8.92%) 91 (6.58%)
UNCLASSIFIED 28 (16.77%) 55 (20.83%) 149 (15.30%) 340 (15.55%) 485 (14.35%) 1298 (12.95%) 1938 (12.68%) 2408 (12.14%) 1964 (10.59%) 1368 (9.86%) 135 (9.75%)
VERB 4 (2.40%) 6 (2.27%) 30 (3.08%) 59 (2.70%) 103 (3.05%) 297 (2.96%) 448 (2.93%) 608 (3.07%) 630 (3.40%) 396 (2.85%) 31 (2.24%)
WS 6 (3.59%) 25 (9.47%) 77 (7.91%) 206 (9.42%) 309 (9.14%) 1087 (10.84%) 1722 (11.26%) 2420 (12.20%) 2410 (13.00%) 2077 (14.97%) 202 (14.60%)
noop 6 (3.59%) 27 (10.23%) 53 (5.44%) 89 (4.07%) 188 (5.56%) 597 (5.96%) 1057 (6.91%) 1923 (9.70%) 2564 (13.83%) 2867 (20.66%) 399 (28.83%)
MODIFIER 0 (0.00%) 1 (0.38%) 6 (0.62%) 17 (0.78%) 18 (0.53%) 85 (0.85%) 128 (0.84%) 184 (0.93%) 158 (0.85%) 94 (0.68%) 9 (0.65%)
SHORTEN 0 (0.00%) 1 (0.38%) 2 (0.21%) 0 (0.00%) 6 (0.18%) 16 (0.16%) 30 (0.20%) 55 (0.28%) 76 (0.41%) 62 (0.45%) 9 (0.65%)
WO 0 (0.00%) 0 (0.00%) 0 (0.00%) 2 (0.09%) 6 (0.18%) 6 (0.06%) 11 (0.07%) 16 (0.08%) 17 (0.09%) 5 (0.04%) 0 (0.00%)

TOTAL 166 262 970 2175 3356 9957 15185 19709 18424 13813 1381

Table 3: Types of GEC errors in relation to the AWE scores from the K-UEED dataset.

a unified framework, offering significant advance-
ments in language assessment and correction tasks.
By leveraging multitask learning with generative
language models, we observed improvements in
both writing evaluation and error correction, high-
lighting the synergy between these seemingly dis-
tinct tasks. The results underscore the importance
of developing comprehensive datasets such as the
K-UEED, which enable more efficient and accurate
language processing models. As language learning
continues to evolve, the integration of AWE and
GEC within a single system opens new avenues for
enhancing automated educational tools, contribut-
ing to more personalized and effective feedback for
learners.

Limitations

While this study provides a comprehensive anal-
ysis and presents promising results, the integra-
tion of AWE and GEC through multi-task learn-
ing, although effective in this case, may present
challenges when applied to other languages or less-
structured learner corpora. Future research could
explore how these models generalize to different
linguistic datasets and educational environments,
further expanding the applicability of the findings.
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Supplementary Materials

A Data Production Process

Figure 2: A part of the K-UEED data. ‘Original Sentences’ refers to sentences containing grammatical errors,
‘Corrected Sentences’ are sentences in which grammatical errors have been corrected by two annotators, and
‘Combined Result’ represents the final outcome determined through discussion between the two annotators.

To produce high-quality K-UEED data, we employed two students currently studying linguistics who
are native Korean speakers. In order to exclude various Korean dialects, we hired students who reside in
Seoul, an area known for using the standard language. The employment details for the two annotators are
as follows.

• Major: Linguistics

• Time required: 50 hours over two weeks

• Wage: 9,860 KRW per hour, confirming South Korea’s minimum hourly wage

• Age: 23 years old

To generate data optimized for model training, we provided two annotators with clear data creation
guidelines. The annotators were instructed to make corrections while minimizing changes to the meaning
of the sentences and preserving the author’s intent. Additionally, efforts were made to minimize the
difference in sentence length before and after corrections to retain the characteristics of the original
sentences as much as possible. In cases where there were discrepancies in the corrections made by the
annotators, a discussion was held to adjust the text towards a more natural direction. The guidelines
for building the K-UEED dataset were informed by the GEC data construction procedures from Ai Hub
and the National Institute of the Korean Language. The final format of the K-UEED dataset is shown in
Figure 2.

B Details of the K-UEED Dataset

Level Title Number of titles

1 Weekend stories, Birthday party, Plans for Next Week, ... 16
2 Seasons and weather in my country, My future plans, ... 29
3 The most memorable day of my life, My hobbies, ... 28
4 Environmental pollution, Movie review ... 27
5 The most memorable day of my life, ... 19
6 Death penalty, Education, ... system 11

Table 4: The titles and levels of the K-UEED dataset.

Table 4 lists the titles and their associated proficiency levels within the K-UEED dataset. The titles span
various topics and levels, ranging from simple everyday scenarios (e.g., “Weekend stories” at Level 1)
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to more complex, abstract topics (e.g., “Death penalty” at Level 6), providing a diverse set of writing
prompts for learners across different proficiency levels.
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Figure 3: Distribution of learners’ native languages within the K-UEED dataset.
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Figure 4: Distribution of scores and levels for 4,011 contexts within the complete K-UEED dataset.

Figure 3 shows the distribution of learners’ native languages. Of the 71 countries represented in the
dataset, more than 75% of the participants come from Asian countries, offering a detailed breakdown of
the learners’ linguistic backgrounds.

Figure 4 presents the score and level distributions for 4,011 contexts in the K-UEED dataset. Scores
range from 0 to 100, with an average score of 69.63. Figure 5 illustrates the word distribution in paragraphs
and sentences, indicating an average word count of 79 and 147 for paragraphs in the train and test sets,
respectively, and 6.7 and 7.5 words for sentences.
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Figure 6: Heatmap of the correlation coefficients between the actual error types in the L1, L2, and K-UEED datasets
and those generated by the BLLOSSOM-(GEC, GA, AG) models during the GEC task.

Figure 6 shows a heatmap of error types across datasets L1, L2, and K-UEED, as well as between the
error types generated by the model and those present in the K-UEED dataset during the GEC task. Notably,
the K-UEED and L2 datasets exhibit highly similar error distributions, while the correlation between L1
and L2 error types is the lowest. Interestingly, the BLLOSSOM-(GEC, GA, AG) models that achieved
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outstanding performance on the K-UEED dataset also excelled on the L2 dataset, highlighting their robust
capabilities across similar error distributions.

C Details of Bllossom

In this section, we introduce the Bllossom model3 utilized in this paper. Tasks such as AWE and GEC
are significantly influenced by linguistic grammatical and lexical features. Therefore, the configuration
of the vocabulary in the language model used, along with the type of data employed for its pre-training,
can alter the model’s understanding of the task. Unfortunately, recent Large Language Models (LLMs)
primarily utilize publicly available multilingual LLMs, which are predominantly focused on English
or other Latin-based languages. Consequently, in models for languages such as Korean, Chinese, and
Japanese, there is a relative deficiency in understanding vocabulary and grammar. For instance, while
Llama34 is a Multilingual LLM (MLLM) trained in multiple languages, an internal review revealed that
Latin-based tokens represent 113,966 (88.86%) of the total, compared to a considerably smaller proportion
of 2,281 (1.78%) for tokens exclusive to Korean. This imbalance frequently results in responses to Korean
queries being in English or produced in a code-switching format, as shown in Table 5.

Prompt
Tokenized Input: ‘맛’, ‘있는’, ‘식’, ‘사를’, ‘하’, ‘셨’, ‘습’, ‘니까’, ‘?’
Code-switching Output: 저는안먹었어요. Have you had a good meal? ...

Table 5: Example of the code-switching

Vocabulary Enhancement for LLMs To enhance the Korean capabilities of the multilingual language
model, BllossomV underwent additional pre-training after expanding its vocabulary. The dataset, denoted
as D, comprised 144,782 tokens, which includes 16,782 Korean vocabulary items that do not overlap
with the 128,256 tokens of the existing Llama3. The newly added words were randomly initialized.
Consequently, to facilitate the learning of representations for the newly added words and Korean gram-
matical knowledge, additional pre-training was conducted using Causal Language Modeling (CLM). The
fundamental concept of CLM, as described in Equation (1), involves receiving a sequence of input tokens
x<i = (x0, x1, . . . , xi−1) and predicting the next token xi that will appear. The model obtains a loss
value by taking the negative log-likelihood of the probability of the predicted token and aims to minimize
this loss.

Lpt(θ)=Ex∼DPT

{
−
∑

i

logP (xi|x<i; θ,D)

}
(1)

In Equation (1), Lpt(θ) represents the loss function of the language model for the pre-training dataset
DPT . Here, DPT denotes the pre-training dataset, which utilizes data from the Korean Wikipedia. θ refers
to the parameters of the model, and (xi) represents the token to be predicted. This loss function considers
the loss associated with how well each token in the pre-training dataset is predicted.

D Training Details and Hyperparameters

Hyperparameters Similar to Bllossom, we employed Low-Rank Adaptation (LORA) (Hu et al., 2022)
for instruction tuning. During the training, the hyperparameters of LORA were set in accordance with the
recommendations proposed by Bllossom, as detailed in Table 7.

Training details Table 6 presents the instruction tuning training time for all models on an A100 GPU.
The GEC consists of 40K samples, while the AWE consists of 4K. Therefore, AWE requires significantly
less time. For GA and AG, it takes more time compared to AWE, as they need to output not only the
scores for 4k paragraphs but also the results of the GEC. However, this process is still considerably faster

3MLP-KTLim/llama-3-Korean-Bllossom-8B
4https://ai.meta.com/blog/meta-llama-3
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than that of GEC. Nevertheless, the fact that GA performs better indicates that the K-UEED dataset, which
allows for the simultaneous training of AWE and GEC, is highly effective.

GPU Training Type Duration
A100x1 AWE 1.1h
A100x1 GEC 11.5h
A100x1 GA and AG 2.4h
A100x1 MUL 13.1h

A100x1 L1 3.5h
A100x1 L2 5.5h

Table 6: Instruction tuning training time for all models on an A100 GPU.

value
Dropout 0.05
Learning rate 5e-5
Optimizer AdamW_bnb_8bit
Epoch for IT 10
Batch size 2
Low-rank size 64
lora_alpha 128
lora_trainable q,v,k,o,gate,down,up_proj
LoRA layer, q, k, v
Random Seed 42

Table 7: Applied hyperparameter settings for instruction tuning.

E Detail of Grammatical Error Types.

Type K-UEED(GEC) Llama3_8b_MUL Bllossom_GEC Bllossom_MUL Bllossom_GA Bllossom_AG

ADJECTIVE 38 (0.45%) 34 (0.45%) 30 (0.42%) 30 (0.43%) 33 (0.46%) 26 (0.35%)
CONJUGATION 679 (7.98%) 499 (6.57%) 491 (6.92%) 448 (6.40%) 496 (6.84%) 525 (7.06%)

DELETION 403 (4.73%) 287 (3.78%) 259 (3.65%) 250 (3.57%) 310 (4.27%) 272 (3.66%)
ENDING 584 (6.86%) 327 (4.31%) 320 (4.51%) 306 (4.37%) 331 (4.56%) 330 (4.44%)

INSERTION 861 (10.11%) 982 (12.93%) 594 (8.37%) 581 (8.30%) 814 (11.22%) 843 (11.34%)
MODIFIER 102 (1.20%) 56 (0.74%) 58 (0.82%) 64 (0.91%) 51 (0.70%) 53 (0.71%)

NOUN 522 (6.13%) 461 (6.07%) 411 (5.79%) 386 (5.52%) 445 (6.14%) 459 (6.17%)
PARTICLE 1382 (16.23%) 1024 (13.48%) 1000 (14.09%) 968 (13.84%) 963 (13.28%) 922 (12.40%)

PUNCT 110 (1.29%) 118 (1.55%) 90 (1.27%) 71 (1.01%) 72 (0.99%) 192 (2.58%)
SHORTEN 23 (0.27%) 14 (0.18%) 16 (0.23%) 16 (0.23%) 18 (0.25%) 22 (0.30%)

SPELL 864 (10.15%) 614 (8.09%) 652 (9.19%) 630 (9.01%) 634 (8.74%) 656 (8.82%)
noop 606 (7.12%) 1060 (13.96%) 1077 (15.17%) 1193 (17.05%) 986 (13.60%) 1014 (13.64%)

UNCLASSIFIED 1002 (11.77%) 817 (10.76%) 764 (10.76%) 748 (10.69%) 754 (10.40%) 792 (10.65%)
VERB 296 (3.48%) 189 (2.49%) 175 (2.47%) 173 (2.47%) 193 (2.66%) 181 (2.43%)

WO 7 (0.08%) 1 (0.01%) 2 (0.03%) 0 (0.00%) 1 (0.01%) 4 (0.05%)
WS 1034 (12.15%) 1111 (14.63%) 1159 (16.33%) 1132 (16.18%) 1151 (15.87%) 1143 (15.38%)

TOTAL 8513 7594 7098 6996 7252 7434

Table 8: This table represents the distribution of GEC error types generated by the model compared to the K-UEED
(GEC) dataset.

Table 8 provides a comparative analysis of error type distributions between the K-UEED dataset and
various models, such as the Llama3-8b-based models and the Bllossom models. Notably, significant
differences are observed in error types like ‘noop’ and ‘WS,’ where the BLLOSSOM-MUL model generated
a higher proportion of these errors compared to the original K-UEED GEC dataset.

Table 9 presents the distribution of GEC error types in the L1 dataset and compares it with various
models, including Llama3-8b, BLLOSSOM-GEC, and multi-task models. Significant differences are
observed in error types like ‘noop’ and ‘WS,’ where the models generate a higher number of these errors
compared to the L1 dataset.

Table 10 shows the distribution of GEC error types for the L2 dataset and compares it with multiple
models, including Llama3-8b and BLLOSSOM-GEC. It highlights notable differences in categories like
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Type L1 Llama3_8b Bllossom_GEC Bllossom_MUL Bllossom_GA Bllossom_AG BllossomV_MUL

ADJECTIVE 8 (0.18%) 6 (0.15%) 5 (0.13%) 3 (0.07%) 5 (0.13%) 6 (0.15%) 7 (0.16%)
CONJUGATION 263 (5.89%) 196 (4.88%) 204 (5.13%) 220 (5.48%) 210 (5.25%) 211 (5.29%) 262 (6.04%)

DELETION 138 (3.09%) 89 (2.22%) 79 (1.99%) 98 (2.44%) 88 (2.20%) 88 (2.20%) 163 (3.76%)
ENDING 88 (1.97%) 37 (0.92%) 41 (1.03%) 40 (1.00%) 37 (0.93%) 36 (0.90%) 46 (1.06%)

INSERTION 291 (6.52%) 217 (5.40%) 221 (5.56%) 218 (5.43%) 219 (5.48%) 216 (5.41%) 279 (6.43%)
MODIFIER 40 (0.90%) 30 (0.75%) 27 (0.68%) 25 (0.62%) 28 (0.70%) 28 (0.70%) 29 (0.67%)

NOUN 220 (4.93%) 88 (2.19%) 77 (1.94%) 92 (2.29%) 81 (2.03%) 80 (2.00%) 189 (4.36%)
PARTICLE 170 (3.81%) 91 (2.27%) 96 (2.41%) 98 (2.44%) 90 (2.25%) 84 (2.10%) 132 (3.04%)

PUNCT 0 (0.00%) 4 (0.10%) 4 (0.10%) 4 (0.10%) 3 (0.08%) 3 (0.08%) 4 (0.09%)
SHORTEN 9 (0.20%) 5 (0.12%) 3 (0.08%) 6 (0.15%) 4 (0.10%) 4 (0.10%) 6 (0.14%)

SPELL 420 (9.41%) 352 (8.77%) 365 (9.18%) 356 (8.87%) 360 (9.00%) 360 (9.02%) 340 (7.84%)
noop 0 (0.00%) 171 (4.26%) 214 (5.38%) 220 (5.48%) 216 (5.40%) 218 (5.46%) 203 (4.68%)

UNCLASSIFIED 346 (7.75%) 270 (6.72%) 255 (6.41%) 263 (6.55%) 261 (6.53%) 255 (6.39%) 394 (9.08%)
VERB 76 (1.70%) 45 (1.12%) 42 (1.06%) 43 (1.07%) 45 (1.13%) 42 (1.05%) 61 (1.41%)

WO 6 (0.13%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%)
WS 2388 (53.51%) 2414 (60.12%) 2344 (58.94%) 2327 (57.99%) 2352 (58.81%) 2361 (59.14%) 2222 (51.23%)

TOTAL 4463 4015 3977 4013 3999 3992 4337

Table 9: Distribution of GEC error types generated by the model compared to the L1 dataset.

Type L2 Llama3_8b Bllossom_GEC Bllossom_MUL Bllossom_GA Bllossom_AG BllossomV_MUL

ADJECTIVE 57 (0.64%) 30 (0.42%) 32 (0.45%) 24 (0.34%) 29 (0.41%) 27 (0.38%) 30 (0.42%)
CONJUGATION 706 (7.97%) 542 (7.65%) 540 (7.64%) 511 (7.19%) 501 (7.10%) 502 (7.06%) 549 (7.71%)

DELETION 255 (2.88%) 249 (3.51%) 232 (3.28%) 192 (2.70%) 219 (3.10%) 214 (3.01%) 281 (3.95%)
ENDING 1059 (11.95%) 800 (11.29%) 760 (10.75%) 720 (10.14%) 755 (10.70%) 733 (10.31%) 659 (9.26%)

INSERTION 518 (5.85%) 291 (4.11%) 263 (3.72%) 296 (4.17%) 298 (4.22%) 292 (4.11%) 304 (4.27%)
MODIFIER 157 (1.77%) 77 (1.09%) 71 (1.00%) 72 (1.01%) 72 (1.02%) 78 (1.10%) 78 (1.10%)

NOUN 706 (7.97%) 462 (6.52%) 440 (6.22%) 449 (6.32%) 424 (6.01%) 450 (6.33%) 555 (7.79%)
PARTICLE 2499 (28.20%) 2095 (29.57%) 2029 (28.70%) 2068 (29.11%) 2100 (29.76%) 2103 (29.58%) 1844 (25.90%)

PUNCT 0 (0.00%) 2 (0.03%) 7 (0.10%) 3 (0.04%) 5 (0.07%) 4 (0.06%) 7 (0.10%)
SHORTEN 89 (1.00%) 106 (1.50%) 102 (1.44%) 88 (1.24%) 105 (1.49%) 104 (1.46%) 83 (1.17%)

SPELL 1014 (11.44%) 725 (10.23%) 834 (11.80%) 831 (11.70%) 809 (11.46%) 807 (11.35%) 701 (9.85%)
noop 0 (0.00%) 315 (4.45%) 380 (5.37%) 435 (6.12%) 364 (5.16%) 416 (5.85%) 479 (6.73%)

UNCLASSIFIED 1397 (15.76%) 1114 (15.73%) 1073 (15.18%) 1113 (15.67%) 1102 (15.62%) 1103 (15.51%) 1261 (17.71%)
VERB 394 (4.45%) 232 (3.27%) 260 (3.68%) 247 (3.48%) 237 (3.36%) 234 (3.29%) 237 (3.33%)

WO 0 (0.00%) 0 (0.00%) 1 (0.01%) 0 (0.00%) 1 (0.01%) 0 (0.00%) 2 (0.03%)
WS 11 (0.12%) 44 (0.62%) 46 (0.65%) 55 (0.77%) 36 (0.51%) 43 (0.60%) 50 (0.70%)

TOTAL 8862 7084 7070 7104 7057 7110 7120

Table 10: Distribution of GEC error types generated by the model compared to the L2 dataset.

‘DELETION,’ ‘INSERTION,’ and ‘noop,’ where the models exhibit varied behavior in error detection
compared to the L2 dataset.

ADJ CONJ DEL END INS MOD NOUN PART PUNCT SHORT SPELL noop UNK VERB WO WS

Pre 0.14 6.24 3.43 0.92 6.64 1.10 2.41 2.62 0.0 0.11 11.81 0.0 7.74 1.28 0.0 64.10
Llama3-8b Rec 50.00 69.20 72.46 29.55 69.07 77.50 31.36 43.53 100.0 33.33 81.90 100.0 67.34 47.37 0.0 92.63

F0.5 0.18 7.62 4.24 1.15 8.11 1.37 2.96 3.22 0.0 0.13 14.24 0.0 9.40 1.59 0.0 68.31

Pre 0.15 6.21 3.25 0.94 6.78 1.01 2.35 2.94 0.0 0.11 12.43 0.0 7.94 1.37 0.0 64.36
Bllossom_GEC Rec 50.00 67.68 67.39 29.55 69.42 70.00 30.00 48.24 100.0 33.33 85.00 100.0 68.21 50.00 0.0 91.04

F0.5 0.18 7.59 4.02 1.16 8.27 1.26 2.88 3.62 0.0 0.14 14.99 0.0 9.64 1.71 0.0 68.36

Pre 0.11 6.38 3.55 0.90 6.66 0.97 2.45 2.76 0.0 0.18 12.12 0.0 7.63 1.23 0.0 63.82
Bllossom_MUL Rec 37.50 69.58 73.91 28.41 68.04 67.50 31.36 45.29 100.0 55.56 82.62 100.0 65.32 44.74 0.0 90.62

F0.5 0.14 7.80 4.39 1.12 8.12 1.21 3.01 3.40 0.0 0.23 14.62 0.0 9.27 1.53 0.0 67.83

Pre 0.15 6.49 3.64 0.98 6.90 1.05 2.54 2.71 0.0 0.15 12.22 0.0 7.94 1.34 0.0 64.70
Bllossom_GA Rec 50.00 70.72 75.36 30.68 70.45 72.50 32.27 44.12 100.0 44.44 83.10 100.0 67.92 48.68 0.0 91.71

F0.5 0.18 7.94 4.49 1.22 8.42 1.31 3.11 3.33 0.0 0.18 14.73 0.0 9.65 1.67 0.0 68.75

Pre 0.18 6.45 3.66 0.98 6.82 1.12 2.46 2.80 0.0 0.11 12.27 0.0 7.97 1.27 0.0 64.79
Bllossom_AG Rec 62.50 70.34 76.09 30.68 69.76 77.50 31.36 45.88 100.0 33.33 83.57 100.0 68.21 46.05 0.0 91.79

F0.5 0.23 7.89 4.52 1.21 8.33 1.39 3.02 3.45 0.0 0.14 14.80 0.0 9.68 1.58 0.0 68.84

Pre 0.14 5.64 3.44 0.87 6.28 0.97 2.50 2.83 0.0 0.11 11.32 0.0 7.39 1.19 0.0 59.44
BllossomV_MULRec 50.00 63.50 73.91 28.41 66.32 70.00 33.18 48.24 100.0 33.33 80.00 100.0 65.32 44.74 0.0 86.89

F0.5 0.17 6.90 4.25 1.08 7.67 1.21 3.07 3.49 0.0 0.13 13.67 0.0 8.98 1.47 0.0 63.45

Table 11: M2 Scores for each grammatical error type in the L1 training data

Table 11 and Table 12 represent the M2 Scores for each grammatical error type in the L1 and L2
datasets, respectively, across different models. These tables provide insight into how effectively each model
performs in identifying specific error types such as ‘ADJECTIVE,’ ‘CONJUGATION,’ and ‘SPELL.’ The
results show a consistent improvement in model performance, particularly in categories like ‘noop’ and
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ADJ CONJ DEL END INS MOD NOUN PART PUNCT SHORT SPELL noop UNK VERB WO WS

Pre 0.34 3.17 1.18 6.27 1.55 0.89 4.38 23.72 0.0 0.96 12.39 0.0 9.65 1.87 0.0 0.02
Llama3-8b Rec 28.07 21.42 21.96 28.61 14.29 26.75 29.60 50.02 100.0 50.56 60.36 100.0 33.86 22.34 100.0 9.09

F0.5 0.43 3.82 1.46 7.43 1.89 1.11 5.28 26.51 0.0 1.20 14.73 0.0 11.26 2.28 0.0 0.03

Pre 0.30 3.97 1.33 7.14 1.71 0.97 4.76 24.83 0.0 1.02 14.26 0.0 10.79 2.15 0.0 0.04
Bllossom_GEC Rec 24.56 26.52 24.31 32.29 15.44 28.66 31.73 51.82 100.0 52.81 68.93 100.0 37.51 25.38 100.0 18.18

F0.5 0.38 4.79 1.64 8.46 2.08 1.21 5.73 27.72 0.0 1.27 16.95 0.0 12.58 2.63 0.0 0.05

Pre 0.22 3.76 1.12 6.88 1.54 1.02 4.85 24.65 0.0 0.96 13.84 0.0 10.94 2.18 0.0 0.02
Bllossom_MUL Rec 17.54 24.96 20.39 30.88 13.90 29.94 32.15 51.14 100.0 49.44 66.77 100.0 38.01 25.63 100.0 9.09

F0.5 0.27 4.53 1.39 8.15 1.88 1.27 5.84 27.50 0.0 1.19 16.45 0.0 12.76 2.67 0.0 0.03

Pre 0.34 3.80 1.36 7.05 1.78 0.92 4.72 24.98 0.0 1.06 13.88 0.0 11.01 2.13 0.0 0.04
Bllossom_GA Rec 28.07 25.53 25.10 32.11 16.22 27.39 31.59 52.38 100.0 55.06 67.75 100.0 38.58 25.38 100.0 18.18

F0.5 0.43 4.58 1.68 8.36 2.16 1.15 5.69 27.89 0.0 1.31 16.51 0.0 12.84 2.61 0.0 0.05

Pre 0.35 3.54 1.25 6.92 1.73 1.02 4.53 25.24 0.0 0.96 13.88 0.0 10.63 2.20 0.0 0.04
Bllossom_AG Rec 28.07 23.55 22.75 31.16 15.64 29.94 30.03 52.62 100.0 49.44 66.86 100.0 36.86 25.89 100.0 18.18

F0.5 0.43 4.26 1.54 8.20 2.10 1.26 5.46 28.18 0.0 1.19 16.50 0.0 12.39 2.69 0.0 0.05

Pre 0.31 3.20 0.92 5.68 1.40 1.06 3.90 21.95 0.0 0.91 12.24 0.0 9.56 1.59 0.0 0.04
BllossomV_MULRec 24.56 20.85 16.47 24.93 12.36 30.57 25.35 44.06 100.0 46.07 57.50 100.0 32.36 18.27 100.0 18.18

F0.5 0.39 3.85 1.14 6.71 1.70 1.31 4.69 24.39 0.0 1.13 14.53 0.0 11.13 1.94 0.0 0.06

Table 12: M2 Scores for each grammatical error type in the L2 training data

Model AWE QWK GEC (GLEU)

BLLOSSOM3.1-AWE 45.89 53.14 -
BLLOSSOM3.1-GEC - - 59.09
BLLOSSOM3.1-MUL 86.47 54.93 59.26
BLLOSSOM3.1-GA 71.01 60.69 59.71
BLLOSSOM3.1-AG 46.38 59.22 59.09

Table 13: Experimental results on the K-UEED dataset using Bllossom3.1.

‘WS,’ which significantly contribute to overall error correction.

F K-UEED in Bllossom3.1

The Bllossom 3.1 model, pre-trained in Korean based on Llama 3.15, also showed positive synergy from
the interaction between K-UEED’s GEC and AWE tasks when trained simultaneously, similar to the
Bllossom model. In Table 13, it was observed that the performance of the AWE task using the MUL
method improved compared to Table 1, and in Table14, the GEC, MUL, GA, and AG methods showed
similar performance to Table 2.

G Detail of Instruction Format

Figure 7 displays the six different paraphrased versions of instructions used during training. For each data
sample, one of these versions was randomly selected to ensure diversity in the instructions. However,
during evaluation, a single instruction was used consistently.

Figure 8 provides an example of the data structure used for training each model. The instructions for
each model were randomly selected from the list in Figure 7, and the dataset for the MUL model was
created by combining datasets from both the AWE and GA models.

5https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
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L2 (learner) L1 (native) Union (L1+L2)
Gen.

time
GLEU M2 GLEU M2 GLEU M2

Pre. Rec. F0.5 Pre. Rec. F0.5 Pre. Rec. F0.5

BLLOSSOM3.1-GEC+KAGAS 52.02 60.26 37.71 53.82 81.89 92.57 78.04 89.25 62.76 73.31 50.42 67.21 50.2

BLLOSSOM3.1-MUL+KAGAS 52.79 61.48 38.51 54.93 81.52 91.91 77.91 88.72 62.23 73.27 49.65 66.91 50.47

BLLOSSOM3.1-GA+KAGAS 53.02 60.68 38.62 54.46 82.86 92.26 78.97 89.25 63.06 73.35 50.8 67.37 56.02

BLLOSSOM3.1-AG+KAGAS 53.29 60.62 39.26 54.67 82.69 93.18 79.13 89.98 63.19 73.25 50.48 67.19 54.29

Table 14: Experimental results of Bllossom3.1 on the Korean KAGAS GEC data proposed by Yoon et al.

Instruction list

1. "아래의 한국어 글에 대해 문법을 교정한 문장만 출력해줘.“
(For the Korean text below, only output grammar-corrected sentences.)

2. "다음 한국어 글쓰기에 대해 문법을 교정한 문장만 출력해줘.“
(For the following Korean text, please print only grammatically corrected sentences.)

3. "아래의 한국어 글에 대해 맞춤법을 검사해서 고친 문장만 출력해줘.“
(For the Korean text below, please only output sentences that have been spell-checked and corrected.)

4. "다음 글에 대해 맞춤법을 검사해서 고친 문장만 출력해줘.“
(Only spell-checked and corrected sentences for the following text.)

5. "한국어 글에 대해 맞춤법을 검사해서 고친 문장만 출력해줘.“
(Please print only spell-checked and corrected sentences for the Korean text.)

6. "아래 글의 맞춤법을 교정해서 교정한 문장만 출력해줘.”
(Spell-check the following article and print only the corrected sentences.)

Atmosphere-centric

GEC

1. “아래의 {topic}에 대한 글의 종합적인 수준과 점수를 매겨줘.”
(Please rate the overall quality and score of the article below on {Topic}.)

2. “{topic}에 대해 작성된 아래 글의 전체적인 수준과 점수를 평가해줘.”
(Please rate the overall quality and score of the article below on {Topic}.)

3. “아래의 {topic}에 관한 글을 평가하고, 전반적인 내용의 질에 따른 수준과 점수를 매겨줘.”
(Please rate the article below on {Topic} and give it a level and score based on the overall quality of the content.)

4. “{topic}에 대한 아래 글을 보고, 글 전체에 대한 수준과 점수를 평가해줘.”
(Please look at the article below on {Topic} and rate the overall quality and score of the article.)

5. “이 {topic}에 대한 글을 검토하고, 종합적인 수준과 점수를 통해 평가해줘.”
(Please review this article on {Topic} and rate it with an overall level and score.)

6. “다음에 제시된 {topic}에 대한 글을 읽고, 종합적인 품질에 대한 수준과 점수를 매겨줘.”
(Read the following article on {Topic} and rate it on a scale and score for overall quality.)

AWE

1. “아래의 {Topic}에 대한 글의 종합적인 수준과 점수를 매기고 문법을 교정해줘.”
(Rate and score the overall quality of the writing below on {Topic} and correct its grammar.)

2. “{Topic}에 대해 작성된 아래 글의 전체적인 수준과 점수를 평가하고 글의 문법을 교정해줘.”
(Rate the overall quality and score of the following text on {Topic} and correct its grammar.)

3. “아래의 {Topic}에 관한 글을 평가하고, 전반적인 내용의 질에 따른 수준과 점수를 매기고 글의 맞춤법을 교정해줘.”
(Please evaluate the article below on {Topic}, give it a level and score based on the overall quality of the content, and correct the spelling.)

4. “{Topic}에 대한 아래 글을 보고, 글 전체에 대한 수준과 점수를 평가하고 글의 문법을 교정해줘.”
(Please look at the article below on {Topic}, rate and score the overall quality of the article, and correct the grammar.)

5. “이 {Topic}에 대한 글을 검토하고, 종합적인 수준과 점수를 통해 평가하고 맞춤법을 교정해줘.”
(Please review this article on {Topic}, rate it with an overall level and score, and correct spelling.)

6. “다음에 제시된 {Topic}에 대한 글을 읽고, 종합적인 품질에 대한 수준과 점수를 매기고 글의 문법을 교정해줘.”
(Read the following article on {Topic}, rate and score it for overall quality, and correct my grammar.)

GA / AG

Figure 7: Instruction selection candidates for each model used in instruction tuning.
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Figure 8: Training data samples used for instruction tuning and the data structure input to each model.
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