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Abstract

Naive Retrieval-Augmented Generation (RAG)
focuses on individual documents during re-
trieval and, as a result, falls short in han-
dling networked documents which are very
popular in many applications such as cita-
tion graphs, social media, and knowledge
graphs. To overcome this limitation, we in-
troduce Graph Retrieval-Augmented Genera-
tion (GRAG), which tackles the fundamental
challenges in retrieving textual subgraphs and
integrating the joint textual and topological in-
formation into Large Language Models (LLMs)
to enhance its generation. To enable efficient
textual subgraph retrieval, we propose a novel
divide-and-conquer strategy that retrieves the
optimal subgraph structure in linear time. To
achieve graph context-aware generation, incor-
porate textual graphs into LLMs through two
complementary views—the text view and the
graph view—enabling LLMs to more effec-
tively comprehend and utilize the graph con-
text. Extensive experiments on graph reasoning
benchmarks demonstrate that in scenarios re-
quiring multi-hop reasoning on textual graphs,
our GRAG approach significantly outperforms
current state-of-the-art RAG methods. Our
datasets as well as codes of GRAG are available
at https://github.com/HuieL/GRAG.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in a variety of rea-
soning tasks, including on graph-based data (Hu
et al., 2023b; Chen et al., 2024; Fatemi et al., 2023;
Pan et al., 2024). However, LLMs themselves strug-
gle with factual errors due to limitations in their
training data and a lack of real-time knowledge
(Mallen et al., 2023; Min et al., 2023). Retrieval-
Augmented Generation (RAG) (Lewis et al., 2020;
Guu et al., 2020; Ram et al., 2023; Gao et al.,
2023; Yu et al., 2025), which integrates external
data retrieval into the generative process, has been

widely used to help LLMs access relevant informa-
tion from external sources to generate more rele-
vant answers and hence reduce factual errors (Tang
and Yang, 2024). Naive RAG approaches focus
solely on individual documents and retrieve rele-
vant ones based on text similarity. However, real-
world documents, such as social media postings,
research papers, knowledge items, and product re-
views, are typically not isolated but networked as
textual graphs (He et al., 2023; Jin et al., 2023; Li
et al., 2023; Hu et al., 2025). Importantly, such net-
work information is typically crucial in both retriev-
ing relevant documents and prompting LLMs for
text generation (Yang et al., 2024; Tang and Yang,
2024). For example, research papers form a cita-
tion graph, so when a solar physicist wants to learn
state-of-the-art techniques in solar flare prediction,
paper mutual referencing links need to be consid-
ered to pursue comprehensive retrieval coverage
and insightful technical evolution understanding of
this research community (as shown in Figure 1).
Similarly, social interaction among social media
postings, entity relations in knowledge graphs, and
purchasing relations in product review systems are
indispensable when LLMs want to leverage these
external data. So the question is how LLMs could
harness this type of networked documents when
performing RAG?

To address it, we propose Graph Retrieval-
Augmented Generation (GRAG), which extends
beyond the traditional RAG method to incorporate
graph context. Unlike RAG, which focuses on indi-
vidual documents during retrieval and generation,
GRAG requires to consider the networking of doc-
uments in both stages, leading to two fundamental
challenges: 1) For retrieval: How to efficiently
retrieve relevant textual subgraph? Textual sub-
graph retrieval is particularly challenging due to
the high dimensionality of textual features within
nodes and edges. 2) For generation: How to deliver
textual subgraph’s joint textual and topological in-
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Figure 1: GRAG retrieves textual subgraphs relevant to the query, rather than discrete entities as in RAG. Entities
with similar topics tend to have connections, which improves the precision and robustness of the retrieval phase.

formation into LLMs? The generation phase poses
additional complexities, as it requires effectively
passing networked documents to LLMs while pre-
serving both textual and topological information,
along with their interdependencies.

To address these two challenges, we propose a
computational framework for GRAG. Specifically,
to achieve efficient textual subgraph retrieval, we
propose a new divide-and-conquer strategy that
breaks the high-dimensional combinatorial opti-
mization problem into first retrieving the most
relevant ego-graphs and then refining and union-
ing them with a graph soft pruning mechanism.
This provides an approximate solution to identify-
ing the most relevant textual subgraph structure,
thereby avoiding the NP-hard problem of exhaus-
tively searching all subgraphs (Johnson and Garey,
1979). To integrate the retrieved textual subgraphs
into LLMs, we feed the LLM both text view via
hard prompts (text tokens) and graph view via soft
prompts (graph tokens). Retrieved textual sub-
graphs are transformed into hierarchical text de-
scriptions by our proposed graph algorithms to
form hard prompts, which encode the topological
information in texts. Soft prompts are generated
by encoding the graph’s topological information
directly via graph encoders, encoding text informa-
tion as node/edge attributes in graphs. Finally, the
generation process is guided by both hard and soft
prompts for LLM to gain a deeper understanding
of the relationships between entities, leading to re-
sponses that are well-aligned with the underlying
textual graph context.

Empirical results on multi-hop graph reasoning

tasks demonstrate that our GRAG approach sig-
nificantly outperforms RAG-based retrievers and
LLM baselines in graph reasoning scenarios. In
particular, Frozen LLM with GRAG outperforms
fine-tuned LLM on all tasks.

The main contributions of this article are sum-
marized as follows:

• We formulate the problem of Graph Retrieval-
Augmented Generation (GRAG) and propose an
efficient computational framework for GRAG,
addressing the limitations of RAG methods in
handling graph-based contexts.

• We propose a novel prompting method that con-
verts textual graphs into hierarchical text descrip-
tions without losing topological information.

• We propose an approximate solution for retriev-
ing the most relevant textual subgraphs, effi-
ciently avoiding the NP-hard problem of exhaus-
tive subgraph searches.

• Extensive experiments on graph multi-hop rea-
soning benchmarks demonstrate that GRAG sig-
nificantly outperforms current state-of-the-art
RAG methods in graph-related scenarios.

2 Related Work

2.1 Prompt Tuning
Unlike traditional fine-tuning methods, such as
Low-rank Adaptation (LoRA) (Hu et al., 2021),
which require updating a model’s parameters,
prompt tuning focuses on modifying inputs to guide
the model’s responses more effectively (Liu et al.,
2023; Jia et al., 2022). Approaches like Auto-
Prompt (Shin et al., 2020) and Prompt Tuning
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(Lester et al., 2021) have introduced automated
techniques for crafting effective prompts without
manual intervention. In particular, Lester et al. pro-
pose learning soft prompts directly as embeddings,
allowing task-specific adaptations while preserv-
ing the model’s original parameters. Building on
this foundation, recent studies have explored adapt-
ing prompt embeddings for multi-modal contexts
(Zhou et al., 2022; Khattak et al., 2023; Yang et al.,
2022; Ge et al., 2023), providing a flexible mech-
anism for integrating LLMs into diverse domains
through prompt tuning.

2.2 LLMs in Graph Related Tasks

On the one hand, the text embedding capability
of LLMs helps encode textual node & edge at-
tributes, which directly benefits the classification
task (Hu et al., 2023b; Chen et al., 2023, 2024)
and knowledge graph creation (Trajanoska et al.,
2023; Yao et al., 2023). On the other hand, the
contextual reasoning capabilities of the LLM bene-
fits the graph reasoning (Wang et al., 2024; Jiang
et al., 2023; Luo et al., 2023) and graph answer-
ing in zero-shot scenarios (Baek et al., 2023; Hu
et al., 2023a). While training on large text cor-
pora enables LLMs to develop robust language
understanding for simple graph structures, it does
not inherently equip them to understand or reason
about complex graph-structured data, as textual
data lacks explicit topological information (Huang
et al., 2023; Chen et al., 2024; Merrer and Trédan,
2024). Recently, graph prompt tuning (Perozzi
et al., 2024; Tian et al., 2024) has emerged as a
powerful tool to help LLMs process and compre-
hend topological information.

2.3 Retrieval on Graphs

Yasunaga et al. retrieve relevant nodes and create
a joint graph that includes the QA context and the
relevant nodes. Kang et al. and Kim et al. focus
on retrieving triples rather than individual nodes
and edges to capture more complex relational data.
Particularly, some retrieval problems can be solved
by reasoning chains, which can be simplified to re-
trieve the path between the question and the target
entity (Lo and Lim, 2023; Choudhary and Reddy,
2023). Edge et al. leverage community detection
algorithms to partition the graph into communities,
then retrieve and aggregate relevant communities to
generate the final answer to the query. Li et al. en-
hance retrieval processes by incorporating both tex-
tual and topological information, allowing models

to better capture the structural relationships within
graph-structured data.

3 Problem Formalization

Textual Graphs are graphs consisting of text-
attributed nodes and edges, which can be formally
defined as G = (V,E, {Tn}n∈V , {Te}e∈E). V and
E represent the node set and edge set. Tn and Te

represent the natural language attributes of the cor-
responding nodes and edges in the graph.

Textual Subgraphs are subgraph structures in a
textual graph, e.g., G with finite node set V and
edge set E, we have its subgraph set S(G) = {g =
(V ′, E′, {Tn}n∈V ′ , {Te}e∈E′)|V ′ ∈ P(V ), E′ ∈
P(E)}, where P(V ) and P(E) represent the
power set of V and E, respectively.

Graph Retrieval Augmented Generation
(GRAG) aims to integrate graph context into both
the retrieval and generation phases, improving the
relevance of generated content to the knowledge
embedded within the textual graph. Given a
specific query q over a textual graph G, there
exists an optimal textual subgraph ĝ ∈ S(G) that
leads the LLM to generate answers that align with
expectations, where S(G) denotes the set of all
subgraphs of G. The objective of GRAG is to
retrieve the optimal subgraph ĝ and incorporate
its information into an LLMθ parameterized by θ
to enhance the generation process. Formally, the
probability distribution of the final output sequence
Y is defined as follows:

pθ(Y | [q,G]) =
∏n

i=1
pθ(yi | y<i, [q, ĝ]), (1)

where y<i represents the prefix tokens, and [q, ĝ] in-
dicates the concatenation of the query and optimal
subgraph information, respectively.

4 Methodology

Overview. In this section, we introduce our solu-
tion of GRAG. As illustrated in Figure 2(a), to ad-
dress the challenge of textual subgraph retrieval,
we propose a divide-and-conquer strategy, based
on the assumption that important subgraph consists
of important nodes and some of their neighbors.
specifically, we search for important ego-graphs.
We then merge the top-N most relevant ego-graphs
and perform soft pruning operations to reduce the
impact of redundant nodes and edges, yielding an
approximately optimal subgraph structure. In con-
trast to direct subgraph searching, which has a total
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Figure 2: Illustration of our GRAG approach.

search space of 2|V |+|E|, our retrieval-then-pruning
approach ensures efficiency by limiting the retrieval
space to only |V | ego-graphs. To address the chal-
lenge of preserving both textual and topological
information, as shown in Figure 2(b), we pursue
two complementary views of textual graphs: 1)
graph view of textual graphs, learning representa-
tions of textual graphs as soft prompts to preserve
how texts are connected, and 2) text view of textual
graphs, which converts the textual graph into hier-
archical text descriptions as hard prompts to retain
how connections are narrated. We then present the
detailed description of the retrieval and generation
processes in the following sections.

4.1 Textual Subgraph Retrieval
Given a textual graph G, the optimal textual sub-
graph ĝ ∈ S(G) should be retrieved to maximize
generation quality. Formally, let f(·) be the func-
tion that evaluates generation quality based on the
retrieved subgraph, such that maxĝ f(ĝ), this prob-
lem is NP-hard and to work around it, we pursue
an alternative understanding of a retrieved textual
subgraph. A retrieved textual subgraph can be con-
sidered as a union of the (partial) neighborhoods of
a number of important nodes, which can be formu-
lated as:

max
ĝ

f(ĝ) = max
Vkey

f(
⋃

v∈Vkey

G[N ∗
K(v)]), (2)

where G[N ∗
K(v)] ∈ S(G) denotes the induced

subgraph on node v and its selected K-hop neigh-
bors, i.e., N ∗

K(v) ⊆ NK(v), and Vkey represents
the set of key nodes that form the backbone of ĝ.

Hence, instead of the original NP-hard problem,
we approach the problem in Equation 2 via a novel
divide-and-conquer strategy that leverages the ap-
proximation:

max
Vkey

f(
⋃

v∈Vkey

G[N ∗
K(v)]) ≈ max

Vkey

∑

v∈Vkey

f(G[N ∗
K(v)])

(3)
Hence, solving the original problem turns into
selecting the top-ranked key nodes to form Vkey
which has linear time complexity. More impor-
tantly, we can further accelerate it by first encoding
the neighborhood surrounding each node in an of-
fline manner. During textual subgraph retrieval,
we can quickly index a pool of promising candi-
date subgraphs {G[NK(v)]}, from which we fur-
ther rank, retain and refine the top-ranked ones.
This process is followed by a learnable pruner that
carves the selected neighborhoods into subgraphs
that are relevant to the query and most beneficial to
the task, i.e., {G[NK(v)]} → {G[N ∗

K(v)]}.

Textual Subgraph Indexing. For any node v,
G[NK(v)] is equivalent to the K-hop ego-graph
centered around v. Consequently, each K-hop ego-
graph in G is assigned a unique identifier and sub-
sequently pooled into a graph embedding. Specif-
ically, we leverage a pre-trained language model
(PLM)1 to convert the text attributes of nodes and
edges into embeddings. We then apply a mean
pooling operation on these embeddings to obtain a
graph embedding, denoted as zg ∈ Rd for each sub-
graph g ∈ S(G), where d represents the dimension
of the graph embedding:

zg = POOL(PLM({Tn}n∈Vg , {Te}e∈Eg)), (4)

where Vg and Eg represent the node set and edge
set of the subgraph g. All indexed embeddings are
stored for the subsequent retrieval process.

Textual Subgraph Ranking. The same PLM en-
coder is used to encode the query as:

zq = PLM(q) ∈ Rd. (5)

We then calculate the semantic relevance between
the query and each K-hop ego-graph to find the
top-N most relevant subgraphs:

SN (G) = Top-N
g∈S(G)

cos(zq, zg), (6)

1SentenceBERT (Reimers and Gurevych, 2019) is used to
encode the query and text attributes.
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where cos(·, ·) represents the cosine similarity func-
tion. The subset SN (G) ⊆ S(G) contains the N
subgraphs with the highest semantic relevance to
the query.

Textual Subgraph Soft Pruning. Although we
retrieve relevant subgraphs, some irrelevant nodes
and edges may still be present, which can nega-
tively impact the final generation. Therefore, we
leverage a soft pruning approach to minimize the in-
fluence of these irrelevant entities. Specifically, we
use two Multilayer Perceptrons (MLPs) to learn a
scaling factor based on the distance between nodes
& edges and the query as follows:

zn = PLM(Tn), αn = MLPϕ1 (zn ⊖ zq), (7)

ze = PLM(Te), αe = MLPϕ2 (ze ⊖ zq), (8)

where ⊖ represents the operator to measure the
element-wise distance. This scalar adaptively mask
some tokens of nodes& edges. The farther a node
or edge is from the query, the closer its scalar value
is to 0, effectively masking these nodes or edges.
Finally, we merge the adaptively masked subgraphs
in SN (G) to obtain the optimal subgraph structure,
ĝ, tailored to the query q, achieving this with linear
complexity.

4.2 Textual Graph Augmented Generation

In this section, we introduce our approach to pro-
vide LLMs with two complementary views of a
textual graph: text view and graph view.

Text View of Textual Graphs. LLMs demonstrate
reasoning capabilities on graphs, particularly when
interpreting texts organized in hierarchical struc-
tures, such as tree structures (Saad-Falcon et al.,
2023). While representing retrieved textual sub-
graphs in a hierarchical structure helps preserve
topological information, automating this transfor-
mation remains an open challenge. Here, we pro-
pose a novel algorithm that leverages graph and
tree traversals to achieve this conversion. The dis-
tinction between an ego-graph and a tree lies in
the presence of additional edges connecting nodes
within the same level or across multiple levels, be-
yond the typical parent-child connections found in
a hierarchical tree structure. To overcome this chal-
lenge, we split each retrieved ego-graph into two
parts, denoted by g = Tg ∪Eg where Tg indicates a
partially ordered set that forms a tree rooted at the
ego node and Eg is an edge set consisting of edges
not included in the tree. We leverage Breadth-First

Search (BFS) on each ego-graph to find its Tg, and
then Eg can be easily obtained. Afterwards, we
perform pre-order traversal on Tg and append the
texts of visited node & edge with a relation tem-
plate. Then, we insert the texts of triples in Eg into
the current hierarchical description. The final de-
scription of textual graph, denoted by Dg, retains
both textual information and topological informa-
tion with a hierarchical structure, enabling lossless
conversion between the K-hop ego-graphs and text
descriptions. An example of this interconversion is
provided in the Appendix A.1. Finally, we provide
the LLM with a concatenation of the query and
the hierarchical description of the textual subgraph
(i.e., [q,Dg]) as a hard prompt.

Graph View of Textual Graphs. We utilize
a Graph Neural Network (GNN) to encode the
graph’s topological information. To minimize the
influence of irrelevant entities on generation in the
encoding process, we propose to learn the repre-
sentation of the soft pruned subgraph as the soft
prompt. This strategy controls the message pass-
ing in the graph encoder, GNNΦ, through learned
relevance scaling factors (α). Then, an MLPϕ3 is
used to align the graph embeddings with the LLM
tokens. This approach enables controlled message
passing within GNNΦ, guided by the relevance be-
tween nodes & edges and the query as follows:

m(l)
u = MSG(l)

(
αu · h(l−1)

u , αuv · euv
)
, (9)

where u ∈ {N (v) ∪ v}, h(0)u = zn and euv = zuv,
N (v) represents the set of neighboring nodes of v,
h
(l−1)
u are the node features from the previous layer,

euv denotes the attributes of the edge connecting
nodes u and v, αu and αuv are scaling factors.

Generation Phase. The generation is guided by
the retrieved subgraph ĝ and the original query q.
The modalities of these two prompts are not the
same. Therefore, to bridge the gap between graph
embeddings and the LLMθ’s text vector space, we
use an MLPϕ3 to align the graph embeddings ac-
cordingly, as follows:

hĝ = MLPϕ3 ( GNNΦ(ĝ)) ∈ RdLLM , (10)

where dLLM represents the dimension of the text
vectors in LLMθ. hĝ aggregates topological in-
formation to enhance LLMθ’s awareness of the
graph’s structure during the generation stage. We
utilize the text embedder of LLMθ to convert the
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hard prompt [q,Dg] into text embeddings hT . The
final generation Y is given as follows:

pθ,ϕ1,ϕ2,ϕ3,Φ(Y |q,G) = pθ,ϕ1,ϕ2,ϕ3,Φ(Y |q, ĝ)

=
n∏

i=1

pθ,ϕ1,ϕ2,ϕ3,Φ(yi|y<i, [hĝ;hT ]), (11)

where [·; ·] denotes the concatenation of token em-
beddings before feeding them through transformer
layers of LLMθ.

5 Experiments

5.1 Experiment Setup
Datasets. We conduct experiments on the
GraphQA benchmark (He et al., 2024). The statis-
tics of the dataset is shown in Table 1. Each tex-
tual graph corresponds to at least one question-
answer pair. Answering the question requires the
LLM to comprehend the graph’s context. WebQSP
(Yih et al., 2016; Luo et al., 2023) is a large-scale,
multi-hop knowledge graph QA dataset, while
ExplaGraphs (Saha et al., 2021) is a common-
sense reasoning dataset focused on predicting posi-
tions in debates.

Table 1: Average Dataset Statistics: the average number (#) of
graphs, nodes, edges, and tokens.

Dataset WebQSP ExplaGraphs

# Graphs 4,700 2,766
# Nodes 1370.89 5.17
# Edges 4252.37 4.25
# Tokens 100,627 1,396

Evaluation Metrics. For the large-scale dataset
WebQSP, we utilize the F1 Score, Hit@1, and
Recall metrics to comprehensively evaluate per-
formance of models. For ExplaGraphs which
focuses on common-sense reasoning, we employ
Accuracy (Acc) as the primary metric.

Comparison Methods. To demonstrate the effec-
tiveness of GRAG, we compare its performance
to widely used retrievers on graph multi-hop rea-
soning tasks .We compare GRAG with RAG us-
ing different retrievers: BM25 (Robertson et al.,
2009), MiniLM-L12-v2 (Reimers and Gurevych,
2019), LaBSE (Feng et al., 2022), mContriever
(Izacard et al., 2021), E5 (Wang et al., 2022), and
G-Retriever (He et al., 2024). Detailed introduction
of comparison retrievers are presented in Appendix
A.2. Additionally, we establish two LLM baselines
without retrieved external knowledge: (1) a frozen
LLM, and (2) a fine-tuned LLM using LoRA (Hu

et al., 2021). The LLM used is the Llama2-7b
model (Touvron et al., 2023). Detailed experimen-
tal settings are provided in Appendix A.3.

5.2 Main Results

Table 2 reports the overall results across datasets.
We compare the performance of GRAG with com-
parison retrievers and baselines introduced in Sec-
tion 5.1 and make the following key observations.

GRAG surpasses RAG and LLM baselines. No-
tably, GRAG significantly outperforms the fine-
tuned LLM in all metrics across both datasets with-
out fine-tuning the LLM. Fine-tuning offers only
marginal performance gains when GRAG is em-
ployed, as evidenced by the limited improvement
on the WebQSP dataset, with the Hit@1 metric
increasing from 0.7236 to 0.7275. This suggests
that GRAG is a more effective strategy for enhanc-
ing the graph reasoning capabilities of LLMs than
mere fine-tuning. This can significantly reduce the
cost of training LLMs for graph-related tasks.

Soft pruning boosts LLM performance in graph-
related tasks. When all textual information from
graphs is integrated into the prompt, the LLM
exhibits suboptimal performance, even on the
ExplaGraphs dataset, which features smaller
graph sizes. This underscores the critical need to
implement retrieval operations to mitigate the nega-
tive impact of redundant information in graphs. No-
tably, fine-tuning yields significant improvements
in the performance of the LLM when reasoning on
small graphs, with a notable increase from 33.94%
to 89.27% accuracy on ExplaGraphs. However,
the benefits of fine-tuning diminish with larger
graph sizes, with Hit@1 on WebQSP only increas-
ing from 0.4148 to 0.6186.

GRAG demonstrates strong transferability to
transfer learned textual graph encoding capabili-
ties across datasets. As shown in Table 3, when
trained on a large dataset, GRAG can enhance
generation on a smaller dataset using the trained
model. Notably, GRAG trained on WebQSP on
ExplaGraphs outperforms the naive LLM, with
an accuracy improvement of 33.77%.

Larger LLMs don’t necessarily outperform
smaller ones in graph-related tasks without
retrieval. Beyond the performance compari-
son of GRAG and RAG models, we evaluated
the impact of LLM scale on graph-related tasks,
specifically examining the 7B and 13B versions
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Table 2: Performance comparison across WebQSP and ExplaGraphs datasets. Bold numbers indicate the best performance
among all models. Highlight numbers demonstrate the performance improvement achieved by our GRAG approach compared
to the LLM baselines.

Model Prompt tuning Fine-tuning WebQSP ExplaGraphs
F1 Score ↑ Hit@1 ↑ Recall ↑ Acc ↑

Baselines
LLM only ✗ ✗ 0.2555 0.4148 0.2920 0.3394
LLMLoRA ✗ ✓ 0.4295 0.6186 0.4193 0.8927

Compared Retrievers
BM25 ✗ ✗ 0.2999 0.4287 0.2879 0.6011
MiniLM-L12-v2 ✗ ✗ 0.3485 0.4730 0.3289 0.6011
LaBSE ✗ ✗ 0.3280 0.4496 0.3126 0.6011
mContriever-Base ✗ ✗ 0.3172 0.4453 0.3047 0.5866
E5-Base ✗ ✗ 0.3421 0.4705 0.3254 0.6011
G-Retriever ✓ ✗ 0.4674 0.6808 0.4579 0.8825
G-RetrieverLoRA ✓ ✓ 0.5023 0.7016 0.5002 0.9042

Our Retrieval Approach
GRAG ✓ ✗ 0.5022 0.7236 0.5099 0.9223
∆LLM ↑ 96.56% ↑ 74.45% ↑ 74.62% ↑ 171.74%
GRAGLoRA ✓ ✓ 0.5041 0.7275 0.5112 0.9274
∆LoRA ↑ 17.37% ↑ 17.60% ↑ 21.92% ↑ 3.89%

Table 3: Cross-Dataset Transfer Learning Performance.

Transferability Acc ∆LLM

WebQSP→ ExplaGraphs 0.4540 ↑ 33.77%

Hit@1 ∆LLM

ExplaGraphs→WebQSP 0.4237 ↑ 2.15%

of the Llama model. Our findings indicate
that larger LLMs may underperform relative to
smaller models. In the absence of retrieval
techniques, larger LLMs fail to yield superior
performance in these tasks. For example, the
llama2-7b-chat-hf model achieves an accu-
racy of 33.94% on the commonsense reasoning
task in the ExplaGraphs dataset, marginally out-
performing the llama2-13b-chat-hf model,
which records an accuracy of 33.57%. A similar
trend is observed on the WebQSP dataset, where
the 13B model’s Hit@1 score of 0.4112 is slightly
lower than the 0.4148 achieved by the 7B model.

Figure 3: Performance of our GRAG approach on WebQSP
as the ego-graph size and number of ego-graphs used vary.

5.3 Discussion
Impact of Subgraph Size K. The retrieval ef-
ficiency of our GRAG approach is preserved by
constraining the search space to only |V | K-hop

ego-graphs. However, as the subgraph size K in-
creases, a broader range of graph context is inte-
grated during the generation process, resulting in
longer training and inference times. Additionally,
embeddings of larger subgraphs (i.e., over 3-hop)
are more susceptible to oversmoothing, which can
diminish their distinctiveness for retrieval. There-
fore, the subgraph size must be carefully controlled
to avoid excessive growth. Figure 3 shows the per-
formance of GRAG on WebQSP as the number of
1-hop and 2-hop ego-graphs changes. With the
same number of retrieved ego-graphs, using 2-hop
ego-graphs consistently outperform using 1-hop
ego-graphs. Increasing the number of retrieved
subgraphs does not necessarily improve generation
quality due to the introduction of more irrelevant
information. A drop in performance is observed
when the number of ego-graphs increases from 15
to 20. Moreover, using a larger number of sub-
graphs results in more robust generation, as indi-
cated by a smaller standard deviation.

Evaluation on Hallucinations. We conduct a
small-scale human evaluation of GRAG outputs
to assess hallucinations. Specifically, we randomly
select and manually review 100 samples from the
WebQSP and ExplaGraphs results. The LLM
is prompted to generate answers to the questions,
along with the referenced nodes and edges. Follow-
ing Menick et al. and He et al., human annotators
evaluate whether the model output is reasonable
and supported, verifying whether nodes and edges
referenced in the output exist in the actual graph.
GRAG’s outputs reference 79% of valid entities
in the graph, compared to MiniLM-L12-v2 and G-
Retriever, which reference 62% and 71% of valid
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entities, respectively.

Thorough Comparisons with RAG. Overall, the
LLM can generate better responses with retrieved
entities by all tested retrievers. However, even if
advanced retrievers use more data for training and
increase the embedding dimension to obtain bet-
ter embeddings, their focus remains exclusively
on the text domain, creating a performance bot-
tleneck as no topological information is retrieved.
As shown in Table 2, when graph context is not
considered, there is only a slight difference in the
enhancement achieved by various retrievers. This
phenomenon is further discussed in Appendix A.4.
G-Retriever, which aggregates topological informa-
tion as soft prompts, outperforms other retrievers,
but it also fails to consider topology during the re-
trieval process. Our GRAG approach addresses this
limitation by directly retrieving subgraphs instead
of individual entities and incorporating topological
information into the LLM during the generation
phase, thereby achieving optimal performance on
both datasets.

5.4 Ablation Study

We conducted a series of ablations to our GRAG
framework to identify which components play a
key role. We evaluate four model variants trained
differently, where fine-tuning is used and 2-hop
ego-graphs are retrieved in all settings: w/o Re-
trieval trains the LLM without retrieving subgraphs,
instead providing the entire graph to the LLM. w/o
Graph Encoder trains the LLM using the text on
the retrieved textual subgraphs, but does not gener-
ate graph tokens to provide the graph context; w/o
Soft Pruning indicates that irrelevant entities are
not pruned when retrieved subgraphs are encoded
to the graph tokens; w/o Graph Description trains
the LLM without the hierarchical text descriptions
of retrieved textual subgraphs. Table 4 shows the
main results. Our main findings are as follows:

Importance of Graph Context. When the graph
context is not encoded (w/o Graph Encoder), the
LLM’s generation quality significantly declines
(Hit@1: 0.7275 → 0.5835). This suggests that
merely describing relationships between nodes and
edges in text is insufficient for LLMs to fully com-
prehend the graph context. Embedding the graph
enables the LLM to capture the graph’s context at
a deeper level.

Impact of Pruning. When irrelevant entities in re-
trieved textual subgraphs are not pruned (w/o Soft

Table 4: Ablation study on WebQSP. ∆GRAG represents the
change in Hit@1 performance relative to our full GRAG ap-
proach.

Setting Hit@1 ∆GRAG

w/o Retrieval 0.6093 ↓ 16.25%
w/o Graph Encoder 0.5835 ↓ 19.79%
w/o Soft Pruning 0.5671 ↓ 22.05%
w/o Graph Descriptions 0.4496 ↓ 38.20%

Pruning), the performance on WebQSP is worse
compared to the w/o Retrieval and w/o Graph En-
coder variant. This suggests that pruning is crucial,
especially in dense graphs, to improve the quality
of graph tokens and avoid negative impacts from
irrelevant entities.

Importance of Text Attributes. When the text
attributes of retrieved subgraphs are excluded, rely-
ing solely on the soft token does not enhance the
generation process in graph-related tasks. This vari-
ant performs worse than the w/o Retrieval setup,
with its Hit@1 score dropping to 0.4496—a 38.2%
decrease. This finding highlights the importance
of node and edge textual attributes for effective
generation. While soft tokens aggregate these text
attributes, incorporating the text attributes remains
essential for optimal LLM generation.

6 Conclusion

In this paper, we introduce Graph Retrieval-
Augmented Generation (GRAG) to extend
Retrieval-Augmented Generation (RAG) to graph-
based scenarios. We present a computational
framework for GRAG that enhances the generation
capabilities of Large Language Models (LLMs) by
retrieving query-relevant textual subgraphs. To
ensure efficient subgraph retrieval, we propose a
divide-and-conquer strategy that leverages K-hop
ego-graphs and soft pruning to approximate
the optimal textual subgraph. Our approach
provides LLMs with two complementary views
of a textual graph: graph view and text view,
enabling a comprehensive understanding of the
graph context. Empirical results demonstrate that
GRAG significantly outperforms LLM baselines
and RAG-based LLMs, particularly in scenarios
requiring detailed, multi-hop reasoning on textual
graphs. Our approach not only addresses the
NP-hard challenge of exhaustive subgraph searches
but also shows that a frozen LLM enhanced by
GRAG can outperform fine-tuned LLMs at a
reduced training cost.
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7 Limitations

While GRAG provides an effective framework for
graph context-aware generation, the efficiency of
GRAG’s textual subgraph retrieval depends on the
quality of the initial node ranking and pruning
mechanism. In cases where graph structure or node
importance is difficult to estimate, this could lead
to suboptimal retrieval performance.
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A Appendix

A.1 Hierarchical Description
As shown in Figure 4, a 2-gop ego-graph is trans-
formed into a nested, indented list, which mirrors
the graph’s structure. Each level in the hierarchy
corresponds to a level in the graph, representing
connections between nodes. For example, "NODE
1" contains sub-nodes (NODE 1.1, NODE 1.2, etc.),
which are further divided into lower levels, reflect-
ing the original graph’s branching structure.

Each node in the hierarchy is accompanied by
descriptive text or titles, conveying the content or
subject matter associated with that node. This setup
preserves the textual information within the graph,
such as titles of cited papers or key phrases. The
hierarchical formatting maintains the topological
relationships between nodes, with indentation and
nested levels reflecting their connections. This
structure mirrors the links between the root node
and its sub-nodes, capturing the connectivity of
the original graph. By presenting the graph as a
sequential, hierarchical text format, the order and
relationships among nodes become clear, as each
node’s connection to its parent and child nodes is
preserved through indentation and citation refer-
ences.
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Table 5: Performance of RAG-based retrievers: Hit@1 on WebQSP and Acc on ExplaGraphs.

Model WebQSP ExplaGraphs
top-3 top-5 top-10 top-15 top-20 top-3 top-5 top-10

BM25 0.3722 0.3821 0.4109 0.4165 0.4287 0.5704 0.5921 0.6011
MiniLM-L12-v2 0.4251 0.4251 0.4539 0.4625 0.4730 0.5848 0.5939 0.6011
LaBSE 0.4091 0.4171 0.4294 0.4527 0.4496 0.6011 0.6011 0.6011
mContriever-Base 0.4183 0.4158 0.4349 0.4459 0.4453 0.5866 0.5866 0.5866
E5-Base 0.4404 0.4558 0.4662 0.4650 0.4705 0.5921 0.5939 0.6011

Figure 4: An Example hierarchical description for a
2-hop ego-graph from a citation network.

A.2 Comparison Retrievers

BM25 (Robertson et al., 2009), which is a statis-
tical model, scores documents based on term fre-
quency, inverse document frequency, and document
length, using probabilistic principles to estimate
the relevance of documents to a query; MiniLM-
L12-v2, which is a SentenceTransformer model
(Reimers and Gurevych, 2019) widely used in clus-
tering and semantic search; LaBSE (Feng et al.,
2022), a BERT-based model that performs retrieval
by using a dual-encoder framework to learn cross-
lingual sentence embeddings; mContriever (Izac-
ard et al., 2021), which utilizes a contrastive learn-
ing approach with a bi-encoder architecture to in-
dependently encode documents and queries; E5
(Wang et al., 2022), that employs a contrastive pre-
training strategy using a bi-encoder architecture,
optimizing similarity between relevant pairs while
distinguishing from irrelevant ones using in-batch
negatives; G-Retriever (He et al., 2024), which
retrieves relevant nodes and edges, and then con-
structs a relevant subgraph using a Prize-Collecting
Steiner Tree method.

A.3 Implementation
The data splits for training, validation, and test
sets are 60%/20%/20% for ExplaGraphs and
60%/5%/35% for WebQSP. All experiments are
performed on a Linux-based server with 4 NVIDIA
A10G GPUs. We use SentenceBert (Reimers and
Gurevych, 2019) to encode the question and text
attributes to obtain vectors for the retrieval process.
The graph encoder, i.e. GAT (Veličković et al.,
2018), has 4 layers with 4 heads per layer and a
hidden dimension size of 1024.

The LLM backbone is Llama-2-7b-hf,
while the model used is in the setting of LLM only
is Llama-2-7b-chat-hf. We employ Low-
rank Adaptation (LoRA) (Hu et al., 2021) for fine-
tuning, configuring the LoRA parameters as fol-
lows: the dimension of the low-rank matrices is set
to 8; the scaling factor is 16; and the dropout rate
is 0.05. For the optimization, AdamW optimizer
(Loshchilov and Hutter, 2018) is used. The initial
learning rate is set to 1e-5 and the weight decay is
0.05. Each experiment runs for up to 10 epochs,
and the batch size is 2. For compared retrievers,
each experiment on ExplaGraphs is replicated
three times, utilizing different retrieval settings for
each run, i.e., top-3, top-5 and top-10; Each experi-
ment on WebQSP is replicated five times, utilizing
different retrieval settings for each run, i.e., top-3,
top-5, top-10, top-15 and top-20, where top-k de-
notes that the k most relevant nodes and k edges are
retrieved and used for generation. In our GRAG
approach, since the graphs in ExplaGraphs are
constructed from several triples, each graph is actu-
ally a chain consisting of only a few nodes. There-
fore, we feed the entire graph to the LLM.

A.4 Experiment
Evaluation Metrics. Hit@1 assesses whether the
top retrieved result is correct. It is particularly
useful for understanding the accuracy of the first re-
trieval hit in graph-based question answering tasks.
F1 Score is the harmonic mean of precision and
recall, providing a single metric that balances both
false positives and false negatives. Recall mea-
sures the proportion of relevant entities that are suc-
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cessfully retrieved. High recall indicates that the
retrieval system captures most of the relevant infor-
mation. Accuracy (Acc) measures the proportion
of correctly answered questions. It is particularly
useful for tasks like ExplaGraphs, where the
focus is on commonsense reasoning.

Figure 5: Effects of the number of retrieved entities on
the WebQSP dataset.

Effects of the Number of Retrieved Entities.
Top-k indicates k nodes and k edges are retrieved.
The performance of various RAG retrievers on
the WebQSP and ExplaGraphs datasets, with
different numbers of retrieved entities, is summa-
rized in Table 5. As shown in Figure 5, GRAG
replaces hard prompts with texts of retrieved enti-
ties, while the soft prompt is represented by tokens
generated from the retrieved K-hop ego-graphs. In-
creasing the number of retrieved entities generally
improves performance up to a certain point. For
example, BM25’s Hit@1 score on WebQSP rises
from 0.3722 with top-3 retrievals to 0.4287 with
top-20 retrievals, and MiniLM-L12-v2 shows im-
provement from 0.4251 to 0.4730 over the same
range. However, this trend does not continue in-
definitely; for some models, performance plateaus
or even slightly decreases beyond a certain num-
ber of entities. For instance, LaBSE’s performance
peaks at top-15 and then slightly declines at top-
20 on WebQSP. This suggests that retrieving too
many entities can introduce irrelevant information,
potentially impairing final generation quality. On
the ExplaGraphs dataset, the trend is less pro-
nounced due to smaller graph sizes, with most mod-
els showing minimal performance changes beyond
top-5 retrievals. When the graph size is small, in-
dicating limited information, all RAG-based re-
trievers encounter a performance bottleneck. In
contrast, our GRAG approach leverages topologi-
cal information effectively, enabling it to overcome
this limitation.
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