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Abstract

Human evaluations lay at the heart of evalua-
tions within the field of Natural Language Pro-
cessing (NLP). Seen as the “golden standard”
of evaluations, questions are being asked on
whether these evaluations are both reproducible
and repeatable. One overlooked aspect is the
design choices made by researchers when de-
signing user interfaces (UIs). In this paper, four
UIs used in past NLP human evaluations are
assessed by UX experts, based on standardized
human-centered interaction principles. Build-
ing on these insights, we derive several recom-
mendations that the NLP community should
apply when designing UIs, to enable more con-
sistent human evaluation responses.

1 Introduction

Reproducible and repeatable evaluation lays at the
heart of science. Increasingly for the field of Natu-
ral Language Processing (NLP), questions are be-
ing asked on whether the evaluations conducted
by researchers are in fact reproducible and repeat-
able. Only a minority of published experiments
can be reproduced, due to either non-working and
non-functional code or resource limits, such as fi-
nancial or time limits (Belz et al., 2021). Estimates
range between 5− 20% of papers being repeatable
without significant barriers if the original author(s)
help is sought (Belz and Thomson, 2023).

The design of user interfaces (UIs) plays an im-
portant role in conducting effective and reliable
human evaluations. This aspect is commonly over-
looked by researchers, although it has been shown
that giving task-adequate and usability-conforming
UIs to evaluators increases the quality of the an-
notations gathered. However, researchers often
design human evaluations quickly, overlooking the
fact that the way a human evaluation is presented
directly impacts the quality of the data they col-
lect (Huynh et al., 2021). Flaws within UIs for
collecting responses have been observed in past

reproduction attempts of human evaluations (Belz
and Thomson, 2023). Confusing UIs make it chal-
lenging for participants to give correct ratings due
to an error-prone means of collecting responses
(Thomson et al., 2024). Particularly, Sullivan Jr.
et al. (2022) show that the choices made to de-
sign UIs critically impact the characteristics of ra-
tionales collected from participants: When given
dragging affordance (i.e., the ability to drag to se-
lect more words at once), users select significantly
more words than without it.

Given the importance of human evaluations in
NLP and the increasing use of crowdsourced tasks
(Shmueli et al., 2021), it is crucial to understand
how researchers can apply standardized human-
centered design (HCD) principles to the interfaces
for human evaluations. By applying such princi-
ples, researchers will be able to create interfaces
with a greater degree of usability for respondents
and possibly solicit less error-prone responses.
This might eliminate one source of reproducibility
challenges and result in increasing the quality and
reproducibility of NLP human evaluations.

To better understand these issues, we conducted
an exploratory study in which we asked user ex-
perience experts to assess UIs used in past human
evaluations. We present the results from the eval-
uation of these interfaces, summarize the general
lessons we learned, and draw convenient recom-
mendations that can be applied to designing UIs
for human evaluations in NLP.

2 Background

2.1 Human Evaluation Practices in NLP

Human evaluations can either be intrinsic (i.e.,
evaluating properties of a given text) or extrin-
sic (i.e., evaluating the effectiveness of a given
system) (Gatt and Krahmer, 2018). For intrinsic
human evaluations, humans are involved in read-
ing and rating texts, such as comparing generated
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texts against human texts, for criteria such as qual-
ity, correctness, naturalness, understandability, etc.
(Gkatzia and Mahamood, 2015; Belz et al., 2020).
The process of humans providing their annotations
for these evaluations can be seen as a psycholog-
ical process (Pandey et al., 2022). Hence, human
factors impact the quality of annotations during
the annotation process, with attentional heuristics
and high mental workload identified as influential
factors. Additionally, information scientists have
observed that annotation types affect human an-
notation quality through factors such as objectiv-
ity and descriptiveness (Cheng and Cosley, 2013).
Consequently, the careful design of UIs to collect
responses is of high importance if researchers are
to avoid erroneous responses.

2.2 Human-centered Design for UIs
Human-centered design (HCD) aims to enhance
the usefulness and usability of interactive systems
by prioritizing the understanding of the needs of the
users. By integrating principles from ergonomics,
and usability knowledge and methods, HCD en-
sures that interactive systems are tailored to users’
explicit needs, encompassing their goals, tasks, re-
sources, and environments (UXQB e.V., 2022).

A key part of a successful human-centered de-
sign is usability, which enhances the system’s ef-
fectiveness, efficiency, and user satisfaction within
a defined context of use. Throughout the design
process, design patterns and standardized interac-
tion principles should be considered to ensure that
the solutions are usable and meet users’ needs.

For interactive systems, especially those utilized
for repetitive tasks like annotation, efficiency is
paramount to contribute to a positive user experi-
ence but also to ensure the quality of the outcome
of the task itself.

ISO-9241-110 (2020) lists seven interaction prin-
ciples that should be met when designing interac-
tive systems, which we adopt in our paper:

• Suitability for the user’s tasks: the UI sup-
ports the users in the completion of their tasks.

• Self-descriptiveness: appropriate informa-
tion is presented in the UI to make its capabil-
ities and use immediately obvious.

• Conformity with user expectations: the UI’s
behavior is predictable based on the context
of use and commonly accepted conventions in
that context.

• Learnability: the UI supports the discovery
of its capabilities, allows exploration, pro-

vides support, and minimizes the need for
learning.

• Controllability: the user maintains control of
the UI and the interactions’ speed, sequence,
and individualization.

• Use error robustness: the UI tolerates and
assists the user in avoiding and recovering
from errors.

• User engagement: functions and information
are presented in an inviting and motivating
manner.

3 Methodology

3.1 Interface Selection

We selected four human evaluation UIs to assess.
These UIs featured in papers that are part of the Re-
proHum project,1 which attempts to investigate the
reproducibility of human evaluations within NLP.
With the original author(s) consent, the selection
criteria for papers in ReproHum depends on the
availability of sufficient details regarding materials
(code, data, etc.) and evaluation procedures (Belz
et al., 2023). After contacting the organizers of the
project, we were given advice on which UIs would
be of relevant interest for our evaluation.

For the purposes of our evaluation, we chose
to focus only on papers that dealt with intrinsic
evaluations and deliberately excluded evaluation
interfaces that relied on either using text files or
Excel spreadsheets. We did this for two reasons:
(i) we wanted to focus only on interfaces that were
used by crowdworkers. Since most crowdworkers
are not experts, UI choices matter; (ii) shortcom-
ings in the use of these modalities to receive user
input have been reported (e.g., Ito et al., 2023). We
randomly chose the following three papers and the
interfaces therein to give us a snapshot of practices:

1. “It’s not Rocket Science: Interpreting Figura-
tive Language in Narratives” by Chakrabarty
et al. (2022). We focus on the Amazon
Mechanical Turk (MTurk)2 interface used to
rate the plausibility of machine- and human-
generated idioms and similes from a given
written fictional narrative (henceforth, FL).

2. “Data-to-text Generation with Macro Plan-
ning” by Puduppully and Lapata (2021). Our
focus is to evaluate the MTurk interface used
for fact validation, in which participants are
given a set of tabular data and a set of gener-

1https://reprohum.github.io
2https://www.mturk.com/
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ated sentences and asked to give the number
of correct and/or incorrect facts (henceforth,
MLBF). We also evaluate a second interface
to measure the intrinsic quality of a generated
output relative to another output (henceforth,
MLBC). For these two evaluations, we restrict
ourselves to the MLB (Major League Base-
ball) dataset (Puduppully et al., 2019) used by
the authors.

3. “NeuralREG: An end-to-end approach to refer-
ring expression generation” by Castro Ferreira
et al. (2018). The interface used in this paper
is a bespoke implementation that asks users
to rate three intrinsic text qualities (fluency,
grammaticality, and clarity) of a generated
summary text containing highlighted referring
expressions relative to an input set of tabular
data (henceforth, REG).

For the first two MTurk-based experiments, their
respective HTML interfaces were modified to incor-
porate experiment data, as normally, these template
holders are filled automatically by the MTurk plat-
form. All interfaces3 were hosted on a web server
and made interactive to enable the evaluation to be
as close as possible to the experience seen by the
original evaluators.

3.2 Evaluation Procedure

For our evaluation, we recruited three user experi-
ence (UX) experts who are professional contacts
of one of the authors. They have between 7 and
16 years of professional expertise and are experi-
enced in conducting usability evaluations. One of
the recruited experts has high familiarity with NLP,
whilst the other two only have medium and low
familiarity, respectively. However, since the UX
experts were assigned to focus exclusively on pos-
sible UX issues, we do not believe that the level of
NLP familiarity would have changed the outcome
of their evaluations.

The experts were asked to evaluate each UI fol-
lowing the seven interaction principles for design-
ing interactive systems (see §2.2) on a 3−point
scale (“not met”, “partially met”, “met”). If the
experts selected “not met” or “partially met”, they
were asked to give the motivations for which the
principle was not (fully) met. See Appendix A for
the instructions given and the questions asked to

3See Appendix D for the screenshots of the interfaces.

Principle REG FL MLBC MLBF

Suitability 2.000 0.667 1.333 0.333
Self-descriptiveness 0.667 0.333 0.667 0.000
Conformity 1.000 0.333 0.000 0.000
Learnability 2.000 1.667 0.333 0.333
Controllability 1.000 0.667 0.000 1.333
Robustness 1.000 1.667 0.667 0.000
Engagement 0.667 1.333 0.000 0.000

Overall 1.190 0.952 0.429 0.286

Table 1: Rankings per principle and overall. Values in
bold are of the interfaces that ranked first per principle
and overall.

the experts.4 We randomized the order in which
the interfaces were presented to avoid order bias.

4 Results

To assess the consistency, we computed expert
inter-annotator agreement (IAA) over all the inter-
faces and principles (Krippendorff’s α = 0.339).
We also computed IAA per interface and per prin-
ciple. See Table 3 and Table 4 in Appendix B for
the detailed figures. Several findings are notewor-
thy, such as the extremely low agreement for FL
among the interfaces and for Self-descriptiveness
among the principles. In addition, there is moder-
ate agreement for REG among the interfaces and
for Conformity among the principles. Overall, IAA
scores range from low to moderate, which is not
surprising given the highly subjective nature of the
task. Moreover, the fact that three UX experts have
difficulty agreeing on the strengths and weaknesses
of the evaluated interfaces shows that there are
significant challenges in performing this type of
evaluation using established interaction principles.

To see how the interfaces fared among each other,
we ranked the interfaces both by principle and over-
all aspects. We mapped the categorical judgments
given by the experts into numerical ratings (i.e.,

“not met”: 0, “partially met”: 1, “met”: 2, with in-
tervals between the numerical ratings being equal)
and then computed the rankings as the means of the
numerical ratings (per principle and overall). See
Table 1 for the figures. REG outperforms the other
interfaces on many principles, while both MLB
interfaces are the most deficient.

Furthermore, we performed a qualitative analy-
sis of the comments we received from the experts
when the principles were not (fully) met. One of

4The raw annotations can be found at https://doi.org/
10.5281/zenodo.14730831.
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Principle Recommendations
Suitability • Add a submit button (see Limitations)

Self-descriptiveness • Avoid confusing/subjective/judgmental/technical/redundant language
• Avoid long instructions, but if needed explain/present them properly
• Explain any part that may turn out to be unclear

Conformity • Ensure uniformity in layout (e.g., length of the input fields)
• Use proper/consistent colors (e.g., brightness, palette, etc.)
• Organize/structure and position text in the right way
• Use the appropriate type of question based on the data you want to collect

Learnability • Provide the right amount of examples
• Explain the terminology
• Give feedback
• Explain how to interact with the system

Controllability • Provide users with the ability to revisit the instructions
• Enable empty state revert

Robustness • Clearly mark mandatory information
• Provide proper error messages (e.g., not too early, not persistent, not generic)
• Check input data in the backend
• Check if unwanted interactions with UI/text may occur
• Avoid default answers that may be misleading (e.g., default value of a slider)

Engagement • Add a progress bar
• Do not use aggressive language (e.g., all-caps)
• Avoid heavy text/content/tables
• Give positive feedback after completion

Table 2: Summary of the recommendations organized per principle.

the authors of the paper categorized the common
trends in the comments to derive the recommenda-
tions (see §5). See Appendix C for some particular
examples. In general, the analysis revealed several
issues across different interfaces and principles.

Suitability is compromised by the absence of
a submit button (FL, MLBF; see Limitations).
Self-descriptiveness is hampered by the confus-
ing placement of questions, the use of vague and
subjective terms (REG), misleading information
accompanying the choices (FL), long and technical
instructions, with a lack of visual or textual hierar-
chy (MLBF), and redundant information (MLBC).
Conformity is violated by a lack of uniformity
in the layout (REG), odd color selection (REG,
MLBF), inconsistent question formatting and posi-
tioning (FL), improper separation of sections, inap-
propriate use of free text fields, and non-standard
information structuring (MLBC). Learnability suf-
fers from an inadequate number of examples pro-
vided (FL), a lack of explanation of abbreviations
and exercise feedback (MLBF), and the absence
of a direct way to learn how to use the system
(MLBC). Controllability issues arise from the im-
possibility for the users to return to the instruc-
tions (REG, MLBC), unclear indications of task

completion (REG), the impossibility of reverting
to questions’ empty state (FL), and the disappear-
ance of the options’ labels after introducing the
value (MLBF). Robustness is compromised by
mandatory fields being unmarked (REG), bad han-
dling of error messages (REG, MLBF, MLBC),
input data not being checked after insertion (REG,
MLBC), arguable choices in questions’ default val-
ues (REG), the possibility of unwanted interaction
with text (FL), and the wrong choice of question
types (MLBC). Engagement suffers from the lack
of progress indication (REG, MLBC), the use of ag-
gressive language (FL, MLBF), the usage of heavy
texts and tables (MLBF, MLBC), and the lack of
positive feedback after task completion (MLBC).

5 Recommendations and Conclusion

Table 2 summarizes the main recommendations
from our analyses. This exploratory study, despite
a small sample, has revealed numerous flaws, evi-
dencing the insufficient effort invested in designing
UIs. The primary value of our study lies in the
qualitative feedback, which serves as a strong indi-
cator of the significant potential for improvement.
Many of the issues we found could be readily ad-
dressed with minimal effort. Minor improvements
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in UI design can already have a substantial im-
pact. Moreover, incorporating user considerations
is something researchers should take into consider-
ation (e.g., through piloting (Sripada et al., 2005;
van Miltenburg et al., 2021), etc.). Such considera-
tions might enable better and more consistent user
responses, enhancing user satisfaction and poten-
tially improving the reproducibility of the results.

Fortunately, steps towards blending human-
computer interaction and NLP have been taken by
the community (e.g., Blodgett et al., 2021, 2022,
2024; Luo, 2023; Soni et al., 2024). We hope that
our recommendations will contribute to this aim
and provide guidance for future development, en-
hancing the usability of interactive systems and
possibly increasing the reliability of annotated data.

Limitations

The way we evaluated the interfaces (i.e., hosting
HTML interfaces originally meant for MTurk on
a web server) posed a constraint on how we could
(not) present the submit button, resulting in multi-
ple (unfairly negative) feedback from the experts
on Suitability.

This study is exploratory in nature, as we fo-
cus on the evaluation of just four UIs. Despite the
small sample size, we uncovered numerous issues.
In future work, we would like to analyze more
evaluation UIs in more papers concerning different
NLP tasks. Furthermore, we intend to select one
of the evaluated UIs, redesign it based on the rec-
ommendations from this study, and run new human
evaluations comparing the original and redesigned
versions, to assess the impact of a better UI design
on the quality of the data collected.

Ethical Considerations

The three experts were not remunerated and vol-
untarily accepted to participate in the experiment
after giving informed consent.
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A Instructions to Annotators

Annotators were asked to provide feedback on a
Word document containing the instructions, the
links to the interfaces, and the questions. Figure 1
shows the instructions that the experts received and
Figure 2 the questions they were asked.

B Additional Experimental Results

Table 3 and Table 4 show the IAA per interface and
per principle, respectively.

Interface α

REG 0.500
FL 0.041
MLBF 0.167
MLBC 0.279

Table 3: Krippendorff’s α per interface.

Principle α

Suitability 0.298
Self-descriptiveness 0.057
Conformity 0.656
Learnability 0.298
Controllability 0.013
Robustness 0.500
Engagement 0.389

Table 4: Krippendorff’s α per principle.

C Examples of Identified Areas for
Improvement

In this section, we report some notable examples
of flaws we found in the UIs.

In MLBF (Figure 3), the label description is
placed within the drop-down options. In Figure 3
top, the default state is represented, while in Fig-
ure 3 bottom, the status after submitting a rating.
This represents a controllability problem, as users
are not able to see the label of the input field.

Figure 3: MLBF - Controllability issue.

In FL (Figure 4), “plausible” is preceded by “1”
and “not plausible” by “2”. This represents a self-
descriptiveness problem, as there is no apparent
reason for the attribution of those numbers to the
two options.

Figure 4: FL - Self-descriptiveness issue.

In MLBC (Figure 5), redundant and duplicated
information is present between the text on the left
and the button label on the right. This represents a
self-descriptiveness problem.

Figure 5: MLBC - Self-descriptiveness issue.

D Screenshots of the Interfaces

Figure 6 shows the FL interface. Figure 7 and
Figure 8 show the MLBC instructions and task,
respectively. Figure 9, Figure 10, and Figure 11
show the MLBF instructions, while Figure 12 and
Figure 13 the MLBF task. Figure 14 and Figure 15
show the REG instructions and task, respectively.
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Dear participant,

Thank you so much for taking the time to participate in this experiment!
It will take you approximately 30 minutes to complete the task.

If you do wish to participate, your response will be handled anonymously. Collected data will only be
used in ways that will not reveal who you are. You will not be identified in any publication from this
study or in any data files shared with other researchers. Your participation in this study is confidential. If
at any point you would like to stop, you can close this form and your response will be deleted.

I have read the above information and understand the purpose of the research and that data will be
collected from me. I agree that data gathered for the study may be published or made available, provided
my name or other identifying information is not used.

⃝ YES
⃝ NO

The purpose of this experiment is to perform a meta-evaluation of user interfaces (UIs) that have been
used in past Natural Language Processing (NLP) evaluations involving human participants.

We will ask you to evaluate the UIs following these principles:
• Suitability for the user’s tasks: the UI supports the users in the completion of their tasks.
• Self-descriptiveness: appropriate information is presented in the UI to make its capabilities and use

immediately obvious.
• Conformity with user expectations: the UI’s behavior is predictable based on the context of use

and commonly accepted conventions in that context.
• Learnability: the UI supports the discovery of its capabilities, allows exploration, provides support,

and minimizes the need for learning.
• Controllability: the user maintains control of the UI and the interactions’ speed, sequence, and

individualization.
• Use error robustness: the UI tolerates and assists the user in avoiding and recovering from errors.
• User engagement: functions and information are presented in an inviting and motivating manner.

We will present you with three NLP evaluation tasks embedded in their respective UIs. For each of them,
read the guidelines and the examples, and imagine you are an annotator who has to perform the task.
(However, you are not asked to perform the actual annotation tasks.)

For each UI, you will be asked to judge whether each of the seven principles mentioned above is Not met,
Partially met, or Met.

We ask you to test the UI as critically as possible, trying all possible options, in order to give a
comprehensive evaluation.

Figure 1: The instructions provided to the experts.
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INTERFACE: Link to the interface

Are the following principles met?

• Suitability: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Self-descriptiveness: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Conformity: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Learnability: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Controllability: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Robustness: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

• Engagement: Not met, Partially met, Met
– If you answered Not met or Partially met, why do you think the principle is not (fully) met?

Figure 2: The questions asked to the experts for each interface.
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Figure 6: FL interface.
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Figure 7: MLBC interface - instructions.

Figure 8: MLBC interface - task.

Figure 9: MLBF interface - instructions (i).
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Figure 10: MLBF interface - instructions (ii).

Figure 11: MLBF interface - instructions (iii).
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Figure 12: MLBF interface - task (i).

Figure 13: MLBF interface - task (ii).
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Figure 14: REG interface - instructions.
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Figure 15: REG interface - task.
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