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Abstract
Code debugging is a vital stage of software
development, essential for ensuring the reli-
ability and performance of Large Language
Models (LLMs) in the code generation task.
Human debugging typically follows a multi-
stage process, which includes Bug Localiza-
tion, Bug Identification, Code Repair, and Code
Recognition. However, existing code debug-
ging benchmarks predominantly focus on the
Code Repair stage, which offers only a lim-
ited perspective on evaluating the debugging
capabilities of LLMs. In this paper, we intro-
duce DEBUGEVAL, a comprehensive bench-
mark for evaluating the debugging abilities of
LLMs by emulating the multi-stage human de-
bugging process. Through evaluating on DE-
BUGEVAL, we observe that 7B-scale models
consistently underperform compared to their
larger counterparts, highlighting their limita-
tions in comprehending code semantics. In this
case, we propose the COmmunicative Agent-
based data SynThesis (COAST) framework,
which employs a multi-agent system to gen-
erate high-quality training data for supervised
fine-tuning (SFT). Experimental results demon-
strate that COAST-generated data outperform
human-curated and GPT-4-generated data, en-
abling 7B-scale LLMs to achieve debugging
performance comparable to GPT-3.5. All data
and codes are available at https://github.
com/NEUIR/COAST.

1 Introduction

In software development, code debugging is a cru-
cial stage for ensuring the functionality and reliabil-
ity of applications (Hailpern and Santhanam, 2002;
Kirschner et al., 2020). Traditional code debug-
ging methods often rely on heuristics (Le Goues
et al., 2012; Wen et al., 2018) and predefined pat-
terns (Hua et al., 2018; Liu et al., 2019). However,
these methods are reaching their limits, as software
systems become increasingly complex.

*indicates corresponding author.

Buggy Code Correct CodeLLM
Repair

Calculate the number of 
odd numbers in the input 
list.

def count_odd(*args):     
  ans = 0
  for num in args: 
     if num % 2 == 0:

  ans += 1
  return ans

Input

Calculate the number of 
odd numbers in the input 
list.

def count_odd(*args):     
  ans = 0
  for num in args: 
     if num % 2 != 0:

  ans += 1
  return ans

for num in args: 
  if num % 2 == 0:
    ans += 1

This code incorrectly 
calculates the odd numbers 
using if num%2==0, 
which is a logical error.

for num in args: 
  if num % 2 != 0:
    ans += 1

BUG Localization BUG Analysis

Code RepairCode Checking

for num in args: 
  if num % 2 == 0:
    ans += 1

for num in args: 
  if num % 2 != 0:
    ans += 1

Description

      We need to correctly    
      determine whether 
the number is odd or 
not according to the 
nature of odd numbers.

Determining whether a number is odd should be 
num%2!=0 rather than num%2==0.

Code Repair Process of LLM

Code Debugging of Humans

Figure 1: Illustration of the Human Code Debugging
Process. Existing studies (Olausson et al., 2023; Chen
et al., 2023) typically focus on directly repairing code
generated by Large Language Models (LLMs). In con-
trast to this approach, humans often engage in a multi-
stage process to resolve buggy codes.

Large Language Models (LLMs) (OpenAI, 2022;
Touvron et al., 2023) have opened new avenues for
automated code debugging, enabling more flexible
and comprehensive methods to identify and resolve
code errors (Chen et al., 2023). As illustrated in
Figure 1, the debugging process of humans typi-
cally involves multiple essential stages: locating
buggy code segments, analyzing root causes of
bugs, and repairing identified issues (Chen et al.,
2024). In addition, a comparison is made between
the code before and after repair to check whether
the issue is actually solved. Each of these stages
is critical for successfully fixing bugs. However,
existing debugging benchmarks (Tian et al., 2024;
Khan et al., 2023; Huq et al., 2022) primarily focus
on assessing LLMs’ capability to fix bugs, over-
looking their performance in the distinct stages in
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the human debugging process.
To facilitate more comprehensive evaluations,

this paper introduces DEBUGEVAL, a benchmark
specifically designed to assess the code debug-
ging capabilities of LLMs. DEBUGEVAL intro-
duces four tasks–BUG Localization, BUG Identi-
fication, Code Repair, and Code Recognition–that
closely mirror the debugging process of humans
in the real world. Each task spans multiple pro-
gramming languages, including Python, C++, and
Java. To better simulate real-world software devel-
opment, the buggy codes in DEBUGEVAL are from
human and GPT-4. We evaluate the debugging per-
formance of various LLMs on DEBUGEVAL and
observe that LLMs with 7 billion parameters ex-
hibit significantly weaker debugging capabilities
compared to LLMs with 70 billion parameters or
more. Thus, improving the debugging proficiency
of LLMs themselves remains a critical challenge
for building more comprehensive code intelligence.

While Supervised Fine-Tuning (SFT) has been
widely adopted to enhance LLMs’ performance
for specialized tasks using human-labeled or LLM-
generated data (Roziere et al., 2023; Yue et al.,
2023; Zhang et al., 2023), its effectiveness is often
limited by the quality of the labeled data. To im-
prove the quality of synthesized data, we propose
the COmmunicative Agent-based data SynThesis
(COAST) framework. COAST builds three agents
for collaboration: Code Quizzer, Code Learner,
and Code Teacher. These agents work together
to generate code debugging data for finetuning the
Code Learner. Specifically, the Code Quizzer
first creates a diverse range of code debugging prob-
lems. The Code Learner then attempts to answer
these questions, serving as a critic to assess their ed-
ucational value. Problems that the Code Learner
answers incorrectly are flagged and curated as SFT
data. Finally, the Code Teacher enriches these
problems by providing detailed explanations and
guidance. The synthesized data are collected and
used to finetune the Code Learner, enabling the
development of our NeuDebugger model.

Our experiments on DEBUGEVAL demonstrate
that the COAST framework significantly enhances
the debugging capabilities of 7B-scale LLMs.
Notably, further analysis reveals that collecting
SFT data from human trials and LLM solely
does not improve the debugging performance of
LLMs (Gudibande et al., 2024). In the COAST
framework, the Code Teacher effectively guides
the Code Learner through three tasks–BUG Local-

ization, BUG Identification, and Code Recognition–
by employing Chain-of-Thought (CoT) reason-
ing (Wei et al., 2022b). However, CoT reasoning
negatively affects performance in the Code Repair
task, which introduces noise and disrupts the under-
lying code structure. Additionally, the synthesized
data significantly boost the performance of code-
focused LLMs, such as DeepSeek-Coder-6.7B-Ins,
more effectively than general-purpose LLMs like
Llama3-8B-Ins. These findings provide valuable
insights for future research that aims to improve
LLMs’ debugging capabilities.

2 Related Work

Debugging is a critical stage to ensure the qual-
ity of code generated by Large Language Models
(LLMs) (Olausson et al., 2023; Chen et al., 2023).
Early approaches primarily relied on feature-based
methods, such as templates (Hua et al., 2018; Liu
et al., 2019), heuristic rules (Le Goues et al., 2012;
Wen et al., 2018), or constraints (Mechtaev et al.,
2016; DeMarco et al., 2014), to repair buggy code.
However, these methods often fall short in address-
ing a wide range of bug types or tackling more
complex programming challenges.

With the advancement of the pretraining tech-
nique, researchers have begun to explore the appli-
cation of Pretrained Language Models (PLMs) to
automated code debugging. For example, Xia et al.
(2022) utilize the code-oriented pretrained model
CodeX (Chen et al., 2021a) to investigate the de-
bugging potential of PLMs. Their findings reveal
that CodeX excels at repairing code, particularly
for Python and Java. Similarly, Kolak et al. (2022)
employ GPT-2 (Radford et al., 2019) and CodeX to
evaluate their ability to generate accurate patches
for buggy code lines based on given prefixes.

Thrived on the emergent ability of Large Lan-
guage Models (LLMs) (Wei et al., 2022a), recent
research has increasingly focused on leveraging
LLMs for automated debugging. Self-Debug (Chen
et al., 2023) guides LLMs to generate code reviews,
enabling them to refine their own buggy outputs.
Self-Repair (Olausson et al., 2023) incorporates hu-
man feedback to address errors in generated code.
Moreover, Self-Edit (Zhang et al., 2023) introduces
a fault-aware editor that utilizes both error mes-
sages from test case evaluations and corresponding
code snippets to repair bugs. Wang et al. (2024) fur-
ther explore the interactive Chain-of-Repair (CoR),
which asks LLMs to iteratively refine code based
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② Buggy Code
def minOperationsToMakeMedianK(self, nums: 
List[int], k: int) -> int:
    nums.sort()
    n = len(nums)
    median = nums[n // 2] if n % 2 else (nums[n // 
2 - 1] + nums[n // 2]) / 2
    operations = 0
    for i in range(n // 2 + 1)
        if nums[i] > k:
            operations += nums[i] - k
            nums[i] = k
    for i in range(n // 2, n):
        if nums[i] < k:
            operations += k + nums[i + 1]
            nums[i] = k
    return operations

① Docstring: 
You are given an integer 
array nums and a non-
negative integer k. In one 
operation, you can increase or 
decrease any element by 1.Return 
the minimum number of 
operations needed to make 
the median of nums equal to k.

③ Correct Code
def minOperationsToMakeMedianK(self, nums: 
List[int], k: int) -> int:
    nums.sort()
    n = len(nums)
    median = nums[n // 2] if n % 2 else (nums[n // 
2 - 1] + nums[n // 2]) / 2
    operations = 0
    for i in range(n // 2 + 1):
        if nums[i] > k:
            operations += nums[i] - k
            nums[i] = k
    for i in range(n // 2, n):
        if nums[i] < k:
            operations += k + nums[i + 1]
            nums[i] = k
    return operations

Please select the incorrect code 
fragment from  following 
options:
A. nums.sort()
B. for i in range(n // 2 + 1)
C. operations += nums[i] - k
D. operations += k + nums[i + 1]
Answer: B

Please select the error type of the 
buggy code from the options 
below:
A. Syntax Error
B. Reference Error
C. Logical Error
D. Multiple Errors
Answer: A

Given an error code and a correct 
code, select the error code from 
two codes:

A. {Buggy Code}

B. {Correct Code}

 Answer: A

Your task is to fix up the buggy 
code and provide the correct 
solution:

BUG Localization BUG Identification Code RecognitionCode Repair

   Answer:

    operations = 0
   for i in range(n // 2 + 1):
        if nums[i] > k:

 

Miss a colon (:)

Figure 2: Illustration of DEBUGEVAL Benchmark. The DEBUGEVAL includes four key tasks: BUG Localization,
BUG Identification, Code Repair, and Code Recognition.

on compiler error messages and generated repair
guidelines. Despite these advances, the success
of these methods heavily depends on the inherent
debugging proficiency of LLMs.

To enhance the inherent debugging capabilities
of LLMs, recent studies have emphasized gen-
erating data for supervised fine-tuning. Instruct-
Coder (Li et al., 2023) adopts the Self-Instruct
methodology (Wang et al., 2022) to construct an
instruction-tuning dataset, which is used to improve
LLMs’ performance in debugging tasks. Similarly,
Li et al. (2024) build the APR-INSTRUCTION
dataset and finetune LLMs using four Parameter-
Efficient Fine-Tuning (PEFT) techniques, includ-
ing LoRA (Hu et al., 2022a), p-tuning (Li and
Liang, 2021), prefix-tuning (Liu et al., 2021), and
(IA)3 (Liu et al., 2022).

To evaluate the debugging capabilities of LLMs,
several studies have developed comprehensive
benchmarks. For example, Wang et al. (2024) cu-
rate buggy code submissions from the Atcoder plat-
form to create CodeError, a benchmark for evalu-
ating the ability of LLMs to fix Python code. Sim-
ilarly, Tian et al. (2024) introduce DebugBench,
which evaluates the debugging performance of
LLMs in Python, C++, and Java by synthesizing
buggy code using GPT-4 (Achiam et al., 2023).
Lastly, Guo et al. (2024b) also propose CodeEdi-
torBench, a benchmark designed to evaluate the de-
bugging capabilities of buggy code of varying dif-
ficulty levels across Python, Java, and C++. How-
ever, these benchmarks focus primarily on the Code

Repair task and fail to provide a more holistic eval-
uation of LLMs’ debugging abilities.

3 DEBUGEVAL: Benchmarking the
Debugging Capabilities of LLMs

In this section, we first describe task definitions of
designed tasks in DEBUGEVAL (Sec. 3.1). Then we
detail the process of constructing the DEBUGEVAL

benchmark (Sec. 3.2). Finally, we show the charac-
teristics of DEBUGEVAL by comparing with other
different debugging benchmarks (Sec. 3.3).

3.1 Task Definition

As shown in Figure 2, DEBUGEVAL introduces
four distinct tasks to evaluate the debugging capa-
bilities of LLMs. The tasks–BUG Localization,
BUG Identification, and Code Recognition–are all
single-choice problems, while the Code Repair task
focuses on correcting buggy code.

BUG Localization. The BUG Localization task
aims to identify the specific line of code that con-
tains the bug. In this task, we prompt LLMs to
select the line containing the bug from four given
choices. Instead of asking LLMs to directly gener-
ate the buggy code line, we frame the Bug Local-
ization task as a single-choice problem to ensure a
more accurate evaluation.

BUG Identification. After pinpointing the code
line that contains the bug, the software developers
typically analyze the type of bug to facilitate more
effective correction. For the BUG Identification
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Table 1: A Comparison between DEBUGEVAL and Other Code Debugging Benchmarks.

Benchmark Number of Languages Task Testing Set Scale Error Types Source of Bugs
DeepFix (2021) 1 Code Repair 6,971 4 User
Review4Repair (2022) 1 Code Repair 2,961 - User
Bug2Fix (2021) 1 Code Repair 5,835 - User
Github-Python (2021) 1 Code Repair 15,000 14 User
FixEval (2023) 2 Code Repair 286,000 - User
CodeError (2024) 1 Code Repair 4,463 6 User
xCodeEval (2023) 11 Code Repair 17,699 6 User
DebugBench (2024) 3 Code Repair 4,253 18 GPT4
CodeEditorBench (2024b) 3 Code Repair 1,907 14 GPT4

DEBUGEVAL 3

BUG Localization

5,712 18 User&GPT4BUG Identification
Code Repair

Code Recognition

task, LLMs are responsible for classifying the error
type based on the provided buggy code. The pos-
sible error types include Syntax Error, Reference
Error, Logical Error, and Multiple Errors.

Code Repair. The Code Repair (Wang et al.,
2024; Tian et al., 2024) task requires LLMs to gen-
erate a corrected version of the given buggy code.
The performance of LLMs in code repair is eval-
uated according to the correctness of the repaired
code, and the correctness of the repaired code is
evaluated by running a set of predefined test cases.

Code Recognition. The Code Recognition task
provides two code segments and asks LLMs to
identify which one contains the bug. Both correct
and buggy codes differ in only a few lines.

3.2 Details of Data Construction

To ensure the quality of DEBUGEVAL, we collect
data from existing benchmarks (DebugBench (Tian
et al., 2024) and LiveCodeBench (Jain et al., 2024))
and human trials (AtCoder website1).

Bug Localization. In the Bug Localization task,
we sample test instances from DebugBench. Then
we construct the dataset by selecting no more than
20 instances for each of the 15 distinct single code
error types across various programming languages.
For each instance, we compare the buggy code with
the corresponding correct code, identifying the line
containing the bug as the golden reference. Addi-
tionally, we randomly select three other lines from
the buggy code as distractors. Instances where fix-
ing the bug requires inserting or deleting lines are
excluded to streamline the construction of evalu-
ation options for the LLMs. Each data entry is
manually reviewed to eliminate weak or duplicate
candidates, ensuring high quality and relevance.

Bug Identification. For the Bug Identification
task, we sample test instances from DebugBench.

1https://atcoder.jp

The choices of this task consist of four error types:
Syntax Error, Reference Error, Logical Error, and
Multiple Errors. We compare the sizes of the test
sample sets for each error type and select the small-
est set size as the sampling number. The test in-
stances are then sampled from the various code
error sets based on this number.

Code Repair. For the Code Repair task, we first
collect 138 programming contest problems newly
published on AtCoder website between September
1, 2023, and April 1, 2024. We then gather buggy
code submissions from users, specifically selecting
examples in Python, C++, and Java. Additionally,
we collect test cases for each problem to validate
the correctness of the LLM-modified code.

Code Recognition. We build a mixed dataset
by collecting test instances from both DebugBench
and LiveCodeBench. For each programming lan-
guage, we randomly select 800 test instances from
this dataset. Each test instance consists of both a
buggy code snippet and a correct version.

3.3 Comparison of Different Debugging
Benchmarks

Finally, we present a comprehensive comparison
between DEBUGEVAL and other debugging bench-
marks in Table 1, highlighting the characteristics
and strengths of DEBUGEVAL.

Unlike existing debugging benchmarks, DE-
BUGEVAL offers a more comprehensive evaluation
of debugging capabilities of LLMs by designing
testing scenarios related to human-driven code de-
bugging. To better simulate real-world software
development, DEBUGEVAL includes buggy code
samples generated both by humans and GPT-4. Fur-
thermore, it spans a wide range of error types and
different programming languages, more in line with
the complexity of the real-world code debugging
task. All these aspects ensure that DEBUGEVAL
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Determine which error type the following buggy code is:
def minimumBoxes(self, apple, capacity):        

s = sum(apple)
    capacity.sort(reverse=True)
    for i, x in enumerate(capacity, 1):
        s -= x
        if s > 0
            return i
A. Syntax Error  B. Reference Error  C. Logic Error  D. Multiple Errors

Code Quizzer

At the end of the if S > 0 line of the code, a colon (:) is missing, which 
causes syntax error. So the error type of the Python buggy code is 
syntax error and the answer is A.

Code Learner

Code Teacher

Generate a similar question based on the following example.
—Example：
Determine which error type the following buggy code is:
def find_string_position(main_string, string):
    position = main_string.Find(string)
    if position != -1:
        return position
    else:
        return "not found"
A. Syntax Error    B. Reference Error  C. Logic Error  D. Multiple Errors

### Output

### Input Determine which error type the following buggy code is:
def minimumBoxes(self, apple, capacity):

……        
        if s > 0
            return i
A. Syntax Error    B. Reference Error  C. Logic Error   D. Multiple Errors

Please determine the error type of the following error code 
and give an explanation.
def minimumBoxes(self, apple, capacity):

……        
        if s > 0
            return i
A. Syntax Error    B. Reference Error  C. Logic Error   D. Multiple Errors

### Input

### Input

### Output

### Output

The answer is C.

A B

C

Figure 3: Illustration of COmmunicative Agent Based Data SynThesis (COAST) Framework.

can provide more reliable evaluation results.

4 COAST: Communicative Agent Based
Data Synthesis Framework

This section introduces the COmmunicative Agent
based data SynThesis (COAST) framework. As
shown in Figure 3, COAST automatically synthe-
sizes high-quality debugging data through multi-
agent interactions. We first configure the agents
to play different roles in the COAST framework
(Sec. 4.1). Then COAST employs different agents
to collaboratively synthesize high-quality training
data for Supervised Fine-Tuning. (Sec. 4.2).

4.1 Agent Building
COAST employs three agents that collaboratively
generate, resolve, and explain code debugging prob-
lems to synthesize high-quality SFT data. More
details on the design of the prompts for different
agents are provided in the Appendix A.2.

Code Quizzer. The Code Quizzer is designed
to generate a set of code debugging problems. A
stronger LLM is utilized as the Code Quizzer,
which is configured using the instruction: “You are
a code debugging expert, skilled in generating code
debugging problems to challenge programmers”.
The Code Quizzer leverages examples from the
DEBUGEVAL benchmark that span diverse debug-
ging tasks and programming languages. These ex-
amples are then used to guide the Code Quizzer in
generating corresponding task problems in various

programming languages, which are subsequently
solved by the Code Learner.

Code Learner. COAST framework sets Code
Learner (Lee et al., 2024) to improve the qual-
ity of training data. The Code Learner uses the
same backbone model as the SFT model and serves
as a critic to evaluate the educational value of the
problems generated by Code Quizzer. The Code
Learner is instructed using the prompt: “You are a
code debugger”. Thus, Code Learner attempts
to solve problems based on memorized knowl-
edge and judge the educational value of each prob-
lem according to whether Code Learner success-
fully solves this problem. These educational in-
stances can help improve the performance of Code
Learner during Supervised Fine-Tuning.

Code Teacher. Inspired by Wang et al. (2024),
we also develop a Code Teacher by prompting
the same LLM used for the Code Quizzer with
the instruction: “You are an experienced and in-
sightful code debugger”. This prompt directs the
LLM to act as a proficient code debugger, gener-
ating detailed explanations in the form of Chain-
of-Thought (CoT) (Wei et al., 2022c). These ex-
planations provide valuable guidance to the Code
Learner during the SFT process.

4.2 Synthesizing SFT Data through
Multi-Agent Interactions

COAST automatically synthesizes high-quality
data through the interaction among Code Quizzer,
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Table 2: Statistics of Data Used in Different Supervised
Fine-Tuning Strategies.

SFT Data Data Source #Instance

Human/GPT-4
UltraInteract (2024) 154,347
InstructCoder (2023) 6,913
RepairLlama (2023) 64,643

COAST

BUG Localization data 4,681
BUG Identification data 4,474
Code Repair data 11,317
Code Recognition data 4,420

Code Learner, and Coder Teacher. The data
synthesis process is detailed as follows.

In Step A, to ensure the diversity of tasks and
error types during data synthesis, we instruct the
Code Quizzer to generate debugging problems
using demonstrations of different tasks and error
types. Then, in Step B, the Code Learner acts
as a critic, assessing the educational value of each
synthesized problem. If the Code Learner solves
the problem correctly, it indicates that the Code
Learner already possesses the necessary knowl-
edge to solve the problem and thus the problem
can be discarded. On the other hand, if the Code
Learner produces an incorrect solution, the prob-
lem is reserved as SFT data, due to its educational
value for guiding the Code Learner. Finally, in
Step C, the Code Teacher reviews the reserved
problems and generates a detailed explanation for
each problem. These explanations, in the form of
Chain-of-Thought (CoT), include the analysis of
errors and correct answers, which are essential for
the Code Learner to understand the problems and
refine their solutions. The responses generated by
the Code Teacher are treated as the final outputs
of the synthesized problems, forming the SFT data
used to finetune Code Learner.

5 Experimental Methodology

In this section, we describe the SFT dataset, evalu-
ation metrics, evaluation models, and implementa-
tion details of our experiments.

SFT Dataset. For Vanilla SFT, we collect train-
ing data from UltraInteract (Yuan et al., 2024),
InstructCoder (Hu et al., 2023), and RepairL-
lama (Silva et al., 2023) to finetune LLMs. These
datasets are generated by GPT-4 or manually anno-
tated by humans. For COAST, we construct train-
ing data for different tasks defined by DEBUGEVAL

and the training data are mixed for training models.
The data statistics are presented in Table 2.

Evaluation Metrics. For the BUG Localization,

BUG Identification, and Code Recognition tasks,
LLMs are required to select an answer from multi-
ple choices. Following prior work (Suzgun et al.,
2022), we use Accuracy as the evaluation metric
for these tasks. In particular, for the Code Recog-
nition task, we swap the order of the two options,
considering the problem is correctly solved only
if LLMs answer correctly in both orders. For the
Code Repair task, we adopt Pass@1 (Chen et al.,
2021b) to assess the effectiveness of various LLMs.

Evaluation Models. We evaluate 13 LLMs
on DEBUGEVAL, including both closed-source
and open-source LLMs. Closed-source LLMs
comprise the GPT series (GPT-4o-mini and GPT-
3.5-Turbo). Open-source LLMs include the
DeepSeek series (DeepSeek-Coder-V2, DeepSeek-
V2, Deepseek-Coder-33B-Ins, DeepSeek-Coder-
6.7B-Ins, and DeepSeek-LLM-7B-Ins), the Llama
series (Llama3-70B-Ins, Llama3-8B-Ins, Llama2-
7B-Ins, and CodeLlama-7B-Ins), and the Qwen
series (Qwen2-72B-Ins and CodeQwen1.5-7B-Ins).
More detailed descriptions of the evaluation mod-
els are shown in Appendix A.3.

Implementation Details. For closed-source
LLMs, we utilize the APIs provided by their re-
spective vendors. For open-source LLMs, we em-
ploy the vLLM framework (Kwon et al., 2023)
for inference. During inference, we set the tem-
perature to 0.2 and limit the maximum generation
length to 1024 tokens. Our Code Quizzer and
Code Teacher models are based on DeepSeek-
Coder-V2, while DeepSeek-Coder-6.7B-Ins and
Llama3-8B-Ins serve as our Code Learner mod-
els. All LLMs are trained using the Llama-Factory
framework (hiyouga, 2023) using LoRA (Hu et al.,
2022b) for efficient fine-tuning. For SFT, we con-
figure the learning rate to 2e-5, set the number of
training epochs to 1, use a batch size of 8, and
employ 4 gradient accumulation steps.

6 Evaluation Results

In this section, we first show the performance of
various LLMs on DEBUGEVAL and also conduct
ablation studies to investigate the effectiveness of
NeuDebugger models. Then the effectiveness of
NeuDebugger models is evaluated in addressing
different types of code errors. Finally, some case
studies are provided in the Appendix A.7.
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Table 3: Evaluation Results for Different LLMs on DEBUGEVAL, with DS representing the DeepSeek Models.

Model BUG Localization BUG Identification Code Repair Code Recognition Avg.PY C++ JAVA Avg. PY C++ JAVA Avg. PY C++ JAVA Avg. PY C++ JAVA Avg.
GPT-4o-mini (2024) 84.8 81.0 81.5 82.4 53.3 48.5 48.9 50.2 65.2 67.2 67.4 66.6 85.4 90.9 91.0 89.1 72.1
GPT-3.5-Turbo (2022) 40.4 47.2 52.2 46.9 35.5 33.3 34.1 34.3 57.2 52.9 61.6 57.2 79.4 82.4 84.0 81.9 55.1
DeepSeek-V2 (2024b) 82.0 81.0 85.9 83.0 62.0 61.0 61.3 61.4 65.2 63.0 63.5 63.9 77.4 83.9 80.5 80.6 72.2
DeepSeek-Coder-V2 (2024) 88.8 83.1 89.8 87.2 58.7 58.9 60.8 59.4 66.7 63.1 62.3 64.0 87.9 94.9 93.3 92.0 75.7
Llama3-70B-Ins (2024) 74.2 75.9 82.0 77.5 42.8 42.3 44.9 43.3 44.9 44.2 45.7 44.9 73.9 61.6 63.3 66.3 58.0
Qwen2-72B-Ins (2024) 79.8 69.2 74.6 74.4 45.8 45.0 41.3 44.1 43.5 42.0 42.8 42.8 61.5 75.8 70.4 69.2 57.6
DSCoder-33B-Ins (2024a) 52.2 50.3 51.7 51.4 24.9 26.0 30.9 27.2 46.4 50.7 54.3 50.5 24.8 27.0 30.5 27.4 39.1
Llama2-7B-Ins (2023) 18.0 20.0 22.4 20.2 24.9 27.0 25.8 25.9 4.3 11.7 19.6 11.9 2.3 0.6 2.0 1.6 14.9
CodeLlama-7B-Ins (2023) 27.0 20.0 23.9 23.5 26.1 23.0 23.8 24.3 18.8 23.2 23.2 21.7 48.1 60.5 65.6 58.1 31.9
CodeQwen1.5-7B-Ins (2023) 29.2 30.8 38.0 32.9 27.6 25.9 28.8 27.4 39.1 49.3 52.9 47.1 26.9 34.4 37.1 32.8 35.1
DeepSeek-LLM-7B-Ins (2024a) 27.0 19.0 25.9 23.9 30.5 28.5 30.9 29.9 21.0 24.1 14.5 19.9 35.9 36.6 46.0 39.5 28.3
DSCoder-6.7B-Ins (2024a) 22.5 25.6 33.7 27.5 26.6 26.0 25.9 26.2 31.9 43.5 46.4 40.6 15.5 17.8 27.8 20.3 28.7
NeuDebugger-DS-6.7B 62.4 55.4 59.0 58.8 42.6 46.9 47.8 45.8 43.5 48.6 56.5 49.5 71.0 71.4 71.4 71.3 56.4
Llama3-8B-Ins (2024) 55.6 55.9 61.0 57.6 36.8 38.1 34.6 36.6 26.1 34.3 28.3 29.6 69.1 77.4 78.1 74.9 49.7
NeuDebugger-Llama3-8B 64.6 57.9 61.0 61.1 38.6 29.9 33.3 33.8 38.4 41.3 45.7 41.8 75.3 78.0 82.4 78.5 53.8

Table 4: Effectiveness of Different SFT Strategies.

Method BUG
Loc.

BUG
Iden.

Code
Rep.

Code
Rec. Avg.

DSCoder-6.7B-Ins
Zero-Shot 27.5 26.2 40.6 20.3 28.7
w/ Vanilla SFT 21.8 23.1 40.1 9.4 23.6
w/ COAST (Answer) 43.8 35.8 43.5 32.7 39.0
w/ COAST (CoT) 60.7 45.0 38.7 34.7 44.8
NeuDebugger 58.8 45.8 49.5 71.3 56.4

Llama3-8B-Ins
Zero-Shot 57.6 36.6 29.6 74.9 49.7
w/ Vanilla SFT 53.6 34.0 28.7 26.0 35.6
w/ COAST (Answer) 58.1 34.8 42.5 32.1 41.9
w/ COAST (CoT) 64.4 34.6 32.6 78.1 52.4
NeuDebugger 61.1 33.8 41.8 78.5 53.8

6.1 Overall Performance

As shown in Table 3, we show the debugging per-
formance of different LLMs on DEBUGEVAL.

Among the four tasks defined in DEBUGEVAL,
LLMs typically excel in Bug Localization and
Code Recognition tasks compared to other tasks,
which demonstrates that LLMs have strong capa-
bilities in code differentiation and bug detection. In
contrast, these LLMs demonstrate lower effective-
ness in both BUG Identification and Code Repair
tasks. The poor performance of LLMs in the Bug
Identification task highlights that current LLMs are
weak at analyzing errors and cannot understand
them effectively. The suboptimal performance of
these 70B-scale LLMs in the Code Repair task
further highlights the challenges they face in self-
debugging (Chen et al., 2023). This phenomenon
has also been observed by Wang et al. (2024).

The experimental results demonstrate that larger-
scale LLMs generally exhibit superior code debug-
ging capabilities compared to their smaller-scale
counterparts. This illustrates the critical role of
model scale in preserving emergent ability (Wei
et al., 2022a) and highlights the effectiveness of
training on code-related data for acquiring spe-
cialized knowledge (Yuan et al., 2024; Gudibande
et al., 2024). Furthermore, we evaluate the perfor-

mance of LLMs across various programming lan-
guages to investigate their effectiveness and robust-
ness in addressing debugging challenges. Notably,
some LLMs, such as GPT-4o-mini and DeepSeek-
Coder-V2, show consistent performance across all
programming languages, whereas some 7B-scale
LLMs show significant variability in their perfor-
mance across different languages. These obser-
vations highlight the necessity of establishing a
comprehensive benchmark encompassing multiple
programming languages to rigorously assess the
debugging capabilities of LLMs.

Finally, we present the performance of NeuDe-
bugger, which are finetuned using the synthe-
sized data of COAST. These NeuDebugger models
demonstrate superior code debugging capabilities
compared to other 7B-scale LLMs, achieving per-
formance on par with GPT-3.5-Turbo. Notably,
both NeuDebugger-DS-6.7B and NeuDebugger-
Llama3-8B outperform their corresponding foun-
dation models across the four tasks outlined in DE-
BUGEVAL, with improvements of 27.7% and 4.1%,
respectively. The phenomenon highlights the effec-
tiveness of COAST in generating high-quality data
to improve the debugging performance of LLMs.

6.2 Ablation Studies

As shown in Table 4, we conduct ablation studies to
evaluate the effectiveness of various SFT strategies,
including Vanilla SFT, COAST (Answer), COAST
(CoT), and NeuDebugger. Additionally, the impact
of data quantity on the performance of the NeuDe-
bugger strategy across different LLMs is further
discussed in the Appendix A.5.

The Vanilla SFT strategy collects SFT data from
UltraInteract (Yuan et al., 2024), InstructCoder (Hu
et al., 2023), and RepairLlama (Silva et al., 2023)
to finetune LLMs. The COAST framework gen-
erates SFT data through multi-agent interactions
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Table 5: Performance of Vanilla LLMs and NeuDebugger on Different Bug Types. Ref. denotes Reference and
Multi. denotes Multiple.

Task Model Python C++ Java
Syntax Ref. Logic Multi. Syntax Ref. Logic Multi. Syntax Ref. Logic Multi.

Bug Iden.

Llama3-8B-Ins 0.0 3.7 97.9 45.8 0.0 3.0 87.5 62.0 0.0 3.7 87.4 47.4
NeuDebugger-Llama3-8B 34.2 16.8 27.9 75.3 17.0 3.0 15.0 84.5 25.3 4.2 23.2 80.5
DSCoder-6.7B-Ins 3.2 3.2 99.5 0.5 2.0 0.0 100.0 2.0 1.6 1.6 100.0 0.5
NeuDebugger-DS-6.7B 54.2 81.1 32.6 2.6 45.0 45.0 77.5 20.0 50.0 55.8 72.6 12.6

Code Rep.

Llama3-8B-Ins 40.0 20.0 35.6 7.5 60.9 45.8 29.6 16.7 40.0 52.4 28.3 7.7
NeuDebugger-Llama3-8B 90.0 46.7 39.7 20.0 65.2 66.7 40.7 10.8 80.0 76.2 39.6 15.4
DSCoder-6.7B-Ins 40.0 33.3 38.4 17.5 69.6 58.3 40.7 21.6 60.0 71.4 47.2 23.1
NeuDebugger-DS-6.7B 90.0 46.7 45.2 27.5 87.0 62.5 40.7 27.0 76.0 85.7 54.7 30.8

and we conduct three different SFT strategies to
show the effectiveness of different agents, includ-
ing COAST (Answer), COAST (CoT), and NeuDe-
bugger. Specifically, the COAST (Answer) model
removes Code Teacher from COAST and directly
takes correct answers as outputs for the synthesized
data. COAST (CoT) asks the Code Teacher to
generate reasoning process (thoughts) for problem-
solving as the output. The NeuDebugger strat-
egy combines both COAST (Answer) and COAST
(CoT) strategies by merging training data from both
strategies to finetune the Code Learner. Specifi-
cally, the data for the BUG Localization, BUG Iden-
tification, and Code Recognition tasks is sourced
from COAST (CoT) strategy, while the Code Re-
pair data come from COAST (Answer) strategy.

The evaluation results reveal that the Vanilla SFT
strategy performs significantly worse than the base-
line models, illustrating the challenge of ensuring
high-quality data for finetuning LLMs. In con-
trast, using synthesized data generated by COAST
markedly enhances the code debugging capabilities
of these models. This suggests that both DSCoder-
6.7B-Ins and Llama3-8B-Ins struggle to effectively
acquire debugging knowledge from human or GPT-
4 annotated data (Gudibande et al., 2024). More-
over, the COAST (CoT) strategy consistently out-
performs COAST (Answer) in most tasks, except
for the Code Repair task. This exception might be
due to the Chain-of-Thought (CoT) explanations
produced by Code Teacher, which offer clearer
reasoning but potentially introduce noise specific
to Code Repair scenarios. By integrating SFT data
from both COAST (CoT) and COAST (Answer),
the NeuDebugger strategy achieves the best overall
performance among all SFT methods. Collectively,
these experimental results highlight the effective-
ness of the COAST framework, which leverages
multiple agents to synthesize high-quality SFT data
for fine-tuning LLMs.

98%
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Others

(a) DSCoder-6.7B-Ins.

32%

25%

39%
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Syntax
Reference
Multiple

(b) NeuDebugger-DS-6.7B.

Figure 4: Response Distributions of DSCoder-6.7B-Ins
and NeuDebugger-DS-6.7B in BUG Identification Task.

6.3 Effectiveness of NeuDebugger on
Different Bug Types

In Table 5, we evaluate the effectiveness of NeuDe-
bugger models in different bug types.

For the Bug Identification task, the evaluation
results reveal that existing LLMs remain subopti-
mal in analyzing the root causes of bugs. Figure 4
further shows the response distributions of these
models, which illustrates a notable limitation of
DSCoder-6.7B-Ins. DSCoder-6.7B-Ins often de-
faults to selecting “Logical Error”, leading to a rel-
atively high accuracy for this category but a lack of
nuanced identification among different bug types.
In contrast, NeuDebugger-DS-6.7B showcases its
effectiveness by achieving a more balanced distri-
bution in option selection, resulting in significant
improvements in overall Bug Identification perfor-
mance. Additional results of other LLMs on this
task are provided in the Appendix A.6.

For the Code Repair task, NeuDebugger models
achieve improvements on all bug types, particu-
larly for Syntax Errors, showing the effectiveness
of NeuDebugger models. This finding also sug-
gests that Syntax Errors are relatively simpler and
easier for LLMs to learn compared to the other bug
types. However, NeuDebugger models still face
challenges when addressing more complex issues
such as Logic Errors and Multiple Errors.
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7 Conclusion

This paper presents DEBUGEVAL, a comprehen-
sive benchmark designed to evaluate the debugging
capabilities of LLMs from multiple aspects. Our ex-
periments reveal that 7B-scale LLMs consistently
underperform in a wide range of debugging tasks.
To address this limitation, we introduce COAST, a
multi-agent based framework for synthesizing high-
quality data to improve the debugging abilities of
LLMs.

Limitations

While DEBUGEVAL includes four evaluation tasks,
incorporating additional tasks could enhance its
ability to better evaluate the debugging capabilities
of LLMs. In our experiments, the COAST frame-
work demonstrates strong potential in generating
high-quality SFT data for LLMs. However, its ef-
fectiveness is constrained by the performance of
the Code Quizzer and Code Teacher models. In
particular, the quality of the generated data heavily
relies on the capabilities and diversity of the founda-
tion model of Code Quizzer and Code Teacher.
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A Appendix

A.1 License

For all datasets in our experiments, DebugBench
uses the Apache License 2.0, LiveCodeBench uses
the MIT License. All of these licenses allow their
data to be used for academic use.

A.2 Prompt Templates of Different Agents
Defined in COAST

As illustrated in Figure 5, we utilize different
prompts to guide LLMs to play the roles of Code
Quizzer, Code Learner, and Code Teacher.

For each task defined in DEBUGEVAL, we in-
dividually select an instance for each program-
ming language and then use them to prompt Code
Quizzer to generate code debugging problems of
different tasks, bug types, and programming lan-
guages. These problems are intended to evaluate
Code Learner’s code debugging abilities. For the
questions that Code Learner answers incorrectly,
we use the following instruction: “You are an ex-
perienced and insightful code debugger” to prompt
Code Teacher to generate explanations and solu-
tions of the questions. Finally, questions, solutions,
and explanations are collected to construct the SFT
data for fine-tuning Code Learner.

A.3 Details of LLMs Used for Evaluation

In this subsection, we present a detailed description
of the models evaluated on DEBUGEVAL.

OpenAI GPTs. GPT-4o-mini (OpenAI, 2024)
and GPT-3.5-Turbo (OpenAI, 2022) are two pop-
ular and powerful LLMs, which belong to differ-
ent variants of the GPT family, developed by Ope-
nAI. GPT-4o-mini is a lightweight version of the
GPT-4o model, but still inherits the core advantages
of the GPT-4o, including powerful text generation,
logical reasoning, and code generation. Both mod-
els are black-box models, which supply commer-
cial APIs for usage.

Meta Llama. Llama2-7B-Ins (Touvron et al.,
2023) is an open-sourced LLM. It is trained with up
to 1.4 trillion tokens, where 4.5% of them are code
tokens from Github. CodeLlama-7B-Ins (Roziere
et al., 2023) conducts an additional instruction-
tuning stage to adapt Llama2 (Touvron et al., 2023)
to improve the effectiveness in code-related tasks.
Recently, Llama3 (AI@Meta, 2024) models have
been released, which is a major leap over Llama2
models and establishes a new state-of-the-art.

You are a code debugging expert, skilled in generating code 
debugging problems to challenge programmers. Please 
construct a similar question based on the example provided 
that is related to {question type} and contains the correct 
answer, and the buggy code in the question contains { error 
type }.
### Example
{Example}
### Problem

You are a code debugger.  Please provide an answer to the 
following code debugging problem using your own knowledge.
### Problem
{Problem}
### Answer

You are an experienced and insightful code debugger. We 
present you with a question that student answered incorrectly 
and the corresponding correct answer. Please provide a 
detailed explanation for it.
### Problem 
{Problem}
### Explanation
Let’s think step by step.

Code Quizzer

Prompts of COAST

Code Learner

Code Teacher

Figure 5: Illustrations of Prompts Used in COAST
to Configure Different Agents. Within COAST, there
are three LLM-based agents, including Code Quizzer,
Code Learner, and Code Teacher. We utilize specific
instructions to ensure they play the correct roles and
carry out the intended tasks.

Aliyun Qwen. Qwen2-72B-Ins is a 72 bil-
lion parameter scale LLM. Qwen2-72B employs
a variety of automated methods for obtaining
high-quality instruction and preference data, mak-
ing it perform well on code and maths tasks.
CodeQwen1.5-7B-Ins (Bai et al., 2023) is the
code-oriented version of Qwen1.5-7B (Team,
2024). CodeQwen1.5-7B-Ins has been tuned with
around 3 trillion tokens of code-related data. It
supports 92 programming languages and supports
long context understanding and generation with a
context length of 64K tokens.

DeepSeek. DeepSeek series models are released
by High-Flyer. DeepSeek-LLM-7B (DeepSeek-
AI, 2024a) is trained from scratch with 2
trillion tokens in both English and Chinese.
DeepSeek-LLM-7B-Ins (DeepSeek-AI, 2024a)
is initialized by DeepSeek-LLM-7B and tuned
with an additional 1 million instruction data.
DSCoder-6.7B-Ins (Guo et al., 2024a) and
DSCoder-33B-Ins (Guo et al., 2024a) are
trained from scratch on 2T tokens, which con-
sist of 87% code and 13% natural language.
DeepSeek-V2 (DeepSeek-AI, 2024b) contains
236B parameters and employs the Mixture-of-
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Figure 6: Debugging Performance of Different LLMs
on DEBUGEVAL. Different LLMs are ranked according
to their average performance. Different colors represent
different LLM scales.

Experts (MoE) (Cai et al., 2024) architecture to con-
duct efficient training and inference. It is trained on
a high-quality corpus comprising 8.1 trillion tokens.
DeepSeek-Coder-V2 (Zhu et al., 2024) is also an
open-sourced MoE-based LLM, which achieves
comparable performance with GPT4-Turbo in code-
related tasks. DeepSeek-Coder-V2 starts from an
intermediate checkpoint of DeepSeek-V2 and is
tuned using 6 trillion tokens.

A.4 Performance Ranking on DEBUGEVAL

As shown in Figure 6, we show the debugging
performance of different LLMs on DEBUGEVAL.

The evaluation results show that larger-scale
LLMs consistently outperform smaller-scale LLMs
on DEBUGEVAL, highlighting the superior capac-
ity of larger-scale LLMs to handle code debug-
ging tasks. The DeepSeek series models exhibit
particularly strong performance, with the open-
source DeepSeek-Coder-V2 surpassing the closed-
source GPT-4o-mini. NeuDebugger-DS-6.7B and
NeuDebugger-Llama3-8B, based on DeepSeek-
Coder-6.7B-Ins and Llama3-8B-Ins, respectively,
demonstrate improvements of 27.7% and 4.1%
when trained using the data synthesized by the
COAST framework. It shows the effectiveness of
COAST in generating high-quality training data to
improve the debugging performance of LLMs.

A.5 The Impact of Data Quantity

This subsection explores the impact of data quan-
tity when finetuning LLMs using the NeuDebugger
strategy. As shown in Figure 7, we finetune the

(a) BUG Localization. (b) BUG Identification.

(c) Code Repair. (d) Code Recognition.

Figure 7: Impact of the Amount of Training Data on
Model Performance.

Table 6: Response Distributions of LLMs in BUG Iden-
tification Task. A.Syntax, B.Ref, C.Logic and D.Multi
are four choices of the task.

Model Response Distributions (%)
A.Syntax B.Ref C.Logic D.Multi

Zero-Shot
Llama3-8B-Ins 0.0 0.8 71.0 28.2
NeuDebugger-Llama3-8B 11.4 3.9 8.6 76.1
DeepSeek-Coder-V2 28.0 7.2 36.8 28.0

DSCoder-6.7B-Ins and Llama3-8B-Ins models us-
ing varying amounts of SFT data points. We then
assess their performance on the DEBUGEVAL and
visualize the results.

Compared to Llama3-8B-Ins, DSCoder-6.7B-
Ins shows a significant performance increase when
more SFT data are fed. This indicates that code-
oriented LLMs are better at learning from debug-
ging data, whereas a standard language model
struggles to enhance its debugging capabilities
without an essential understanding of code. Across
all debugging tasks defined by DEBUGEVAL,
DSCoder-6.7B-Ins exhibits significant improve-
ments in BUG Localization, BUG Identification,
and Code Recognition, while only showing slight
improvements in the code repair task. This suggests
that these debugging data do indeed contribute to
the better code-repair ability of LLMs, though the
task remains challenging to improve significantly.

A.6 Analysis of the Responses of LLMs in the
Bug Identification Task

In Table 6, we show the response distributions of
different models in the Bug Identification task.
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The error code snippet in the original incorrect solution is (A) 
where it checks if the characters at the start and end of the string 
are the same. This is not the correct way to check if a string is a 
palindrome. The correct way is to compare the characters at the 
start and end of the string, and then increment the start index 
and decrement the end index until they meet in the middle. If all 
characters are the same, the string is a palindrome. So, the 
correct option is (A). DSCoder-6.7B-Ins

NeuDebugger-DS-6.7B

Task: You are given a string S of length N consisting of lowercase English letters.
If there are any adjacent occurrences of a and b in S, print Yes; otherwise, print No. 
(The order of a and b does not matter.)
Input
The input is given from Standard Input in the following format:
N
S
Output
If there are any adjacent occurrences of a and b in S, print Yes; otherwise, print No.
Constraints
- 2 \leq N \leq 100
- S is a string of length N consisting of lowercase English letters.

Task: You are given a string s containing lowercase letters and an integer k. You need 
to : First, change some characters of s to other lowercase English letters. Then divide 
s into k non-empty disjoint substrings such that each substring is a palindrome. 
Return the minimal number of characters that you need to change to divide the 
string.

(A) if s[i]!=s[j]:c+=1    
(B) if (s,k) in dp:                                  

return dp[(s,k)]
(C) f=min(f,Cost(s[:x])+A(s[x:],k-1'))  
(D) dp[(s,k)]=f

Buggy Code

1.def palindromePartition(self, s: str, k: int) -> int:
2. def Cost(s):
3. ...
4. dp = {}
5. def A(s, k):
6. if (s, k) in dp:
7. return dp[(s, k)]
8. if k == 1:
9. return Cost(s)
10. f = float('inf')
11. for x in range(1, len(s) + 1):
12. if len(s[:x]) and len(s[x:]):
13. f = min(f, Cost(s[:x]) + A(s[x:], k - 1'))
14. dp[(s, k)] = f
15. return dp[(s, k)]
16. return A(s, k)

Options

The buggy code contains a reference error in the line 
`f=min(f,Cost(s[:x])+A(s[x:],k-1'))`. The correct syntax for slicing a 
string in Python is `s[start:stop]`, where `start` is inclusive and 
`stop` is exclusive. The current code attempts to slice `s[x:]`, 
which is incorrect. The correct code should be 
`f=min(f,Cost(s[:x])+A(s[x:],k-1))`. The error is in the reference to 
`k-1')`, which should be `k-1`.So the answer is (C).

1.import java.util.Scanner;
2.public class Main{
3. public static void main(String[] args) {
4. Scanner jc = new Scanner(System.in);
5. int n = jc.nextInt();
6. String s = jc.next().toLowerCase();
7. boolean found = false;
8. for (int i = 0; i < n - 1; i++) {
9. if (s.charAt(i) == 'a' && s.charAt(i + 1) == 'b
' || s.charAt(i) == 'b' && s.charAt(i + 1) == 'a') {
10. found = true;
11. continue;
12. }
13. }
14. if (found) {
15. System.out.println("Yes");
16. } else {
17. System.out.println("No");
18. }
19. }
20.} Buggy Code

1.import java.util.Scanner;
2.public class Main{
3. public static void main(String[] args) {
4. Scanner jc = new Scanner(System.in);
5. int n = jc.nextInt();
6. String s = jc.nextLine().toLowerCase();
7. boolean found = false;
8. for (int i = 0; i < n - 1; i++) {
9. if (s.charAt(i) == 'a' && s.charAt(i + 1) == 'b' || s.charAt(i) ==
'b' && s.charAt(i + 1) == 'a') {
10. found = true;
11. continue;
12. }
13. }
14. if (found) {
15. System.out.println("Yes");
16. } else {
17. System.out.println("No");
18. }
19. }
20.}

1.import java.util.Scanner;
2.public class Main{
3. public static void main(String[] args) {
4. Scanner jc = new Scanner(System.in);
5. int n = jc.nextInt();
6. String s = jc.next()
7. boolean found = false;
8. for (int i = 0; i < n - 1; i++) {
9. if (s.charAt(i) == 'a' && s.charAt(i + 1) == 'b' || s.charAt(i) ==
'b' && s.charAt(i + 1) == 'a') {
10. found = true;
11. break;
12. }
13. }
14. if (found) {
15. System.out.println("Yes");
16. } else {
17. System.out.println("No");
18. }
19. }
20.}

DSCoder-6.7B-Ins

NeuDebugger-DS-6.7B

Bug Fixing

Bug Fixing

No Repair

Figure 8: Case Studies. We provide two cases from BUG Localization task and Code Repair task to show the
effectiveness of NeuDebugger.

The evaluation results show that LLama3-8B-
Ins demonstrates a tendency to favor Logical Error
and Multiple Errors. In contrast, DeepSeek-Coder-
V2 performs in a more balanced manner compared
to 7B-scale models, effectively avoiding random
guessing behavior. In addition, NeuDebugger-
LLama3-8B has a more even distribution of error
types than the base model LLama3-8B-Ins, and is
able to identify Syntax Error and Reference Error,
which highlights NeuDebugger’s ability to better
identify error types rather than randomly guessing
answers as Logical Error or Multiple Errors.

A.7 Case Studies

As shown in Figure 8, we compare the performance
of the DSCoder-6.7B-Ins model before and after
training through two cases to demonstrate the ef-

fectiveness of NeuDebugger.
For the first case of the BUG Localization task,

the code error is caused by the line f = min(f,
Cost(s[:x]) + A(s[x:], k-1’)), which has
an incorrect index k-1’. Thus, the correct answer
is (C). DSCoder-6.7B-Ins considers the code frag-
ment if s[i]!=s[j]: c+=1 as erroneous, stating
“This is not the correct way to check if a string is a
palindrome”. In contrast, NeuDebugger-DS-6.7B
accurately analyzes the reason for the bug “contains
an error in the line f = min(f, Cost(s[:x]) +
A(s[x:], k-1’)), the error is in the reference
to k-1’, which should be k-1”, demonstrating its
effectiveness in BUG Localization.

In the second case of the Code Repair task,
the error involves the misuse of continue, which
leads to a Logical Error. The DSCoder-6.7B-
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Figure 9: Debugging Performance of Different LLMs
on DEBUGEVAL.

Ins model fails to identify this error and in-
stead suggests changing the line String s
= jc.next().toLowerCase() to String s =
jc.nextLine().toLowerCase(). This modifica-
tion introduces a new error, as it does not handle
the input correctly. NeuDebugger-DS-6.7B accu-
rately recognizes that the problem lies in the use
of continue and changes continue to break, suc-
cessfully resolving the bug.

A.8 More Analyses of Tasks Defined in the
DEBUGEVAL

This subsection provides an in-depth analysis of
the tasks defined in DEBUGEVAL.

Performance of Different LLMs. As illustrated
in Figure 9, we compare the performance of var-
ious LLMs in different tasks. The results reveal
that their performance is inconsistent across tasks.
For instance, while DSCoder-6.7B-Ins outperforms
Llama3-8B-Ins in the Code Repair task, Llama3-
8B-Ins achieves better results in Bug Localization,
Bug Identification, and Code Recognition tasks.
These findings illustrate the limitations of evalu-
ating LLMs’ code debugging capabilities based
solely on a single Code Repair task, highlighting
the importance of incorporating different tasks for
evaluation.

The Feasibility of Different Tasks. The bench-
mark includes four task scenarios—Bug Localiza-
tion, Bug Identification, Code Recognition, and
Code Repair—that evaluate the debugging capabil-
ities of LLMs. These tasks closely align with the
skills demanded of developers in real-world sce-
narios. In the software development workflow, a
developer typically identifies the buggy code, an-
alyzes its root cause, implements a solution, and
verifies the fix to ensure correctness. Thus DE-
BUGEVAL designs these tasks to mirror the key
stages of real-world debugging.

The three tasks defined in DEBUGEVAL —BUG

Localization, BUG Identification, and Code Recog-
nition—are structured as single-choice question-
answering problems, enhancing the accuracy of
evaluation. This design is well-suited to the na-
ture of these tasks. First, in real-world scenarios,
code error localization involves pinpointing spe-
cific lines within faulty code, a process that natu-
rally aligns with a single-choice problem. Second,
BUG Identification requires classifying errors such
as Syntax Error, Reference Error, Logical Error,
and Multiple Errors, making it intuitive and effi-
cient to adopt a single-choice format where the
model selects the correct error type. Lastly, Code
Recognition involves identifying the incorrect code
fragment between two options, inherently fitting
the single-choice question format.
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