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Abstract

Video-based dialogue systems, such as edu-
cation assistants, have compelling application
value, thereby garnering growing interest. How-
ever, the current video-based dialogue systems
are limited by their reliance on a single dia-
logue type, which hinders their versatility in
practical applications across a range of scenar-
ios, including question-answering, emotional
dialog, etc. In this paper, we identify this chal-
lenge as how to generate video-driven mul-
tilingual mixed-type dialogues. To mitigate
this challenge, we propose a novel task and
create a human-to-human video-driven mul-
tilingual mixed-type dialogue corpus, termed
KwaiChat, containing a total of 93,209 videos
and 246,080 dialogues, across 4 dialogue types,
30 domains, 4 languages, and 13 topics. Ad-
ditionally, we establish baseline models on
KwaiChat. An extensive analysis of 7 dis-
tinct LLMs on KwaiChat reveals that GPT-40
achieves the best performance but still cannot
perform well in this situation even with the help
of in-context learning and fine-tuning, which
indicates that the task is not trivial and needs
further research.’

1 Introduction

Recently, groundbreaking advancements in large
language models (LLMs) (Zeng et al., 2022; Ope-
nAl, 2023a; Touvron et al., 2023; Bao et al., 2023),
have ignited significant technological shifts within
the realm of dialogue systems. These LLMs are
capable of producing responses that closely mimic
human conversation, achieving remarkable perfor-
mance, and fundamentally transforming the un-
derpinnings of dialogue systems. Consequently,
they are being integrated into various applications,
such as healthcare (Laranjo et al., 2018; He et al.,
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'0ur dataset is publicly available at
https://github.com/Stan-lei/KwaiChat-NAACL2025.

2023; Hadi et al., 2023; Li et al., 2024b), educa-
tion (Lan and Chen, 2024; Lieb and Goel, 2024),
and law (Shu et al., 2024). Among these ap-
plications, multi-participant video-based dialogue
systems stand out for their substantial contribu-
tions across various scenarios, such as collaborative
learning (Anjewierden et al., 2007; Trausan-Matu
et al., 2007) and entertainment (Herring et al., 2009;
Cadilhac et al., 2012), which hold immense practi-
cal value and have garnered considerable interest
from both academia and industry.

The current video-based dialogue sys-
tems (Lalanne et al., 2023) for multiple participants
assume that dialogues are performed in a single
dialogue type, predominantly focusing on chitchat.
However, in many real-world applications,
there are multiple dialogue types in human-bot
conversations (termed as mixed-type dialogs),
such as chitchat, emotional dialogue, and even
question-answering (Ram et al., 2018; Zhou et al.,
2020). As illustrated in Figure 1 and Figure 4, the
conversation encompasses a variety of dialogue
types, including chitchat, question-answering,
knowledge-grounded dialogue, and emotional
dialogue. Therefore, how to generate video-driven
mixed-type multi-participant dialogues is im-
portant and non-trivial. However, the challenge
remains unexplored in previous works.

To facilitate the study of video-driven mixed-
type multi-participant dialogue generation, we first
construct a new human-to-human video-driven
mixed-type multi-participant dialogue corpus by
collecting videos, comments, replies of comments,
domains, and topics from a video-sharing plat-
form Kwai’, owing to the rich video-driven mixed-
type multi-participant dialogue resource in Kwai.
For ethical considerations, we initially secure per-
mission to access the data and meticulously re-
move content that could compromise privacy. Ad-

Zhttps://www.kuaishou.com
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Root
r Comment

HENR: RN 5 A (T4 5 R A S

(Funny fact: Potassium nitrate does not react with any substance)

Chinese
Topic Scientific Supplement

Response 1 | A HERAR 1K 40 #0452 (Most substances with nitrate ions do not)

Response 2 [ A41R:  AFRHZMAYER (Trivia fact: They put dilute nitric acid)

Portuaues Root | 567 M, REEWYT
ortuguese Comment | (I didn't study chemistry, I fell in love with it)
Topic Simple Interaction
— Response 1 | ZEREERARE 2 MITE L A5 T (When you start learning, you will know how painful it is)
& ) Root RfE i AR ZAC KGR LT ?
Spanish Comment | (Assault question: Why do we need to shake the flame a few times before heating?)
Topic Seeking answers
. Response 1 | Fii#k, #IH A1 (Preheating, junior high school knowledge)
Indonesi Response 2 | B IERE 52 AN S H ) (Prevent uneven heating and explosion of test tubes)
ndonesian = ~ —
Root —HB B AR, i BRI I EZ .
Comment | (Seeing chemistry gives me a headache, and my mind is filled with painful memories.)
Topic Emotional Sharing

Response 1 | [H]9 )R B 4L, TG0 XM TEHE .

(Looking back at the desolate place, there was neither wind nor rain nor sunshine.)

Knowledge-grounded Dialogue

Chitchat

Question & Answering Emotional Dialogue

Figure 1: An example of KwaiChat. The image above is captured from a video. Below the video, there are comments
in four languages, and a Chinese dialogue is shown, with annotated topics and corresponding dialogue types.

ditionally, in our pursuit to advance multilingual
research and enhance the robustness of dialogue
systems, we collect a diverse corpus encompass-
ing a variety of languages, including Portuguese,
Chinese, Indonesian, and Spanish. Besides, to en-
sure the dataset quality and address the long-tail
distribution of video topics, three filtering strate-
gies and an adaptive video balancing method are
utilized, respectively. Finally, we have constructed
a dataset, termed KwaiChat, which encompasses
93,209 videos and 246,080 dialogues. Specifically,
KwaiChat spans 4 dialogue types, encompasses
30 different domains, 4 languages, and 13 topics.
As the example shown in Figure 1, multiple par-
ticipants engage in conversations around a given
video in 4 different languages, and make their re-
sponses in different dialogue types based on the
video, context, and topics.

To promote research on video-driven mixed-type
multi-participant dialogue, we conduct benchmark-
ing experiments on KwaiChat for end-to-end di-
alogue generation. Specifically, we conduct an
extensive analysis of 7 LLMs’ zero-shot (directly

utilizing LLMs for inference and showing no case
in input), in-context learning (show 3, 4, and 5
cases in input, respectively), fine-tuning perfor-
mance on KwaiChat. Experimental results reveal
that the existing state-of-the-art LLMs still cannot
perform well in this situation even with the help of
in-context learning and fine-tuning.

There are three main contributions of this work:

* We identify a new challenge as how to gen-
erate video-driven multilingual mixed-type
multi-participant dialogues.

To promote research on the challenge, we col-
lect a new dataset, termed KwaiChat, contain-
ing a total of 93,209 videos and 246,080 dia-
logues, across 4 dialogue types, 30 domains,
4 languages, and 13 topics.

* We conduct extensive experiments of 7 LLMs
on KwaiChat. Experiment results show that
current LLMs can not perform well in generat-
ing video-driven mixed-type multi-participant
dialogues even with in-context learning and
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fine-tuning, which indicates that the task is
not trivial and needs further research.

2 Related Work

This work is closely related to image-based dia-
logue, video-based dialogue, and mixed-type dia-
logue. A summary is shown in Table 1.

2.1 Image-based Dialogue

Image-based dialogue systems are required to an-
swer questions accurately, given an image, a di-
alog context, and a question about the image.
Typical image-based dialogue datasets include
VisDial (Das et al., 2017), IGC (Mostafazadeh
et al., 2017), Image-Chat (Shuster et al., 2018),
PhotoChat (Zang et al., 2021), MMDD (Lee
et al., 2021), DialogCC (Lee et al., 2022), MM-
Chat (Zheng et al., 2021), MMDialog (Feng et al.,
2022), OpenViDial (Meng et al., 2020), and Open-
ViDial 2.0 (Wang et al., 2021). The dialogues
in these datasets are monolingual, image-based,
and have two participants. Compared with these
studies, KwaiChat is a unique video-driven multi-
participant dialogue corpus that supports multiple
languages and incorporates various dialogue types.

2.2 Video-based Dialogue

Typical video-based dialogue datasets include
AVSD (Alamri et al., 2019), YTD-18M (Han et al.,
2023), MLED (Poria et al., 2018), M?ED (Poria
et al., 2018), TikTalk (Lin et al., 2023), LiveChat
(Japan) (Lalanne et al., 2023), LiveChat (Chi-
nese) (Gao et al., 2023), and VideoChat (Li et al.,
2023). Dialogues in these datasets are monolin-
gual, video-based, and have two participants. Com-
pared with the existing literature, KwaiChat stands
out as a comprehensive, multi-participant dialogue
dataset that boasts multilingual support and diverse
dialogue types.

2.3 Mixed-type Dialogue

Recently, research on the mixed-type dialogue has
increased significantly. These researches fall into
two categories: (1) train an all-in-one conversation
model by using multiple single-skill conversation
datasets, such as persona-chat, task-oriented dia-
logue, to bind multiple dialogue skills (Madotto
et al., 2020; Roller et al., 2021; Madotto et al.,
2021); (2) collect mixed-type dialog datasets (Shus-
ter et al., 2020; Smith et al., 2020; Sun et al., 2021;
Liu et al., 2021; Chiu et al., 2022; Liu et al., 2022)

to train mixed-type dialog models. Those datasets
are intended to mix different dialogue skills to meet
specific needs, such as recommending movies and
songs, and are unable to solve medical consulta-
tions. Compared with them, we collect a video-
driven multilingual mixed-type dialogue corpus,
KwaiChat, to facilitate further study.

3 Dataset Collection

Kwai? is a global video website with a large num-
ber of users in various languages and various
marked topics, which is suitable for collecting di-
alogue corpus. Thus, Kwai is utilized as the data
source. This section describes the two main steps
for KwaiChat construction: (1) dialogue selection;
(2) data merging and balancing. The dialogue se-
lection is designed to select data of high quality.
Then, to address the long-tail distribution of video
topics, data merging, and balancing is applied with
an adaptive video balancing method.

3.1 Dialogue Selection

To ensure better data quality, two data filtering
strategies are applied, including preliminary filter-
ing based on SQL tags, and heuristics rules. Be-
sides, to remove data related to violence, illegal ac-
tivities, and ethical issues, the LLLMs-based method
is utilized. Below is a detailed introduction.

SQL Tags based Filtering. The filtering method
based on SQL tags is designed to conduct a prelim-
inary screening of data based on SQL tags. Main
comments and reply comments are handled with
different strategies. For main comments, both likes
and direct comments must reach a certain thresh-
old, which are set as 500, and 200, respectively.
Besides, those deleted comments, or comments
with “@”, or Al comments are all not kept. For
those reply comments, likes must reach a certain
threshold of 50, with those deleted, or with “@”’, or
Al comments not kept. Besides, multiparticipant
dialogues are extracted with the requirement that
reply_to_comment_id=root_comment_id. Finally,
a total of 691,282 Chinese dialogues and 623,934
dialogues in other languages are obtained.
Heuristic Rule-based Filtering. Five heuristic
rules are utilized for the data filtering. First, main
comments with empty replies are deleted. If the
main comment has no reply comments, delete the
main comment. The rule is designed to obtain mul-
tiparticipant, multi-turn dialogues. Second, short

3https://www.kuaishou.com/
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Dataset Mixed-type Multilingual Multimodal Multi-parti ~ # of Turns
VisDial (Das et al., 2017) X X (EN) (image,text) X 2.47TM
IGC (Mostafazadeh et al., 2017) X X (EN) (image,text) X 25.3K
Image-Chat (Shuster et al., 2018) X X (EN) (image,text) X 401K
PhotoChat (Zang et al., 2021) X X (EN) (image,text) X 156K
MMDD (Lee et al., 2021) X X (EN) (image,text) X 346K
DialogCC (Lee et al., 2022) X X (EN) (image,text) X 929K
MMChat (Zheng et al., 2021) X X (ZH) (image,text) X 314K
MMDialog (Feng et al., 2022) X X (EN) (image,text) X 4.92M
OpenViDial (Meng et al., 2020) X X (EN) (image,text) X 41.10M
OpenViDial 2.0 (Wang et al., 2021) X X (EN) (image,text) X 5.60M
AVSD (Alamri et al., 2019) X X (EN) (video,text) X 236K
YTD-18M (Han et al., 2023) X X (EN) (video,text) X 54M
MLED (Poria et al., 2018) X X (EN) (video,text) X 13.7K
M3ED (Poria et al., 2018) X X (ZH) (video,text) X 24.4K
TikTalk (Lin et al., 2023) X X (ZH) (video,text) X 827K
CRD3 (Rameshkumar and Bailey, 2020) X X (EN) X (text) 399K
MediaSum (Zhu et al., 2021) X X (EN) X (text) 463K
Reddit (Schrading et al., 2015) X X (EN) X (text) 628K
DuRecDial 2.0 (Liu et al., 2021) (ZH, EN) X (text) X 255K
COD (Majewska et al., 2023) X (RU, AR, ID, KIS) X (text) X 800
CCNet (Hung et al., 2022) X (AR, ZH, RU, DE) X (text) X 100K
BiToD (Lin et al., 2021) X (ZH, EN) X (text) X 144K
MedDialog (Zeng et al., 2020) X (ZH, EN) X (text) X 4M
LiveChat (Lalanne et al., 2023) X X (JPN) (video,text) 3.2M
KwaiChat (Our) (ZH, ES, ID, POR) (video, text) 0.8M

Table 1: Comparison of KwaiChat with other dialogue datasets. “Multi-party” stands for multi-participant. “DE”,
“EN”, “ZH”, “JPN”, “ID”, “RUS”, “AR”, “KIS”, “ES”, and “POR” stand for German, English, Chinese, Japanese,
Indonesian, Russian, Arabic, Kiswahili, Spanish and Portuguese.

comments are deleted. If the reply comment has
fewer than 3 characters, delete the reply comment.
The rule is designed based on the observation that
short replies are mostly tone words with little in-
formation content, which is low in quality, such as
“Haha”, and “like”. To ensure the dialogue qual-
ity, these dialogues are deleted. Third, comments
containing specific keywords are deleted. Reply
comments deleted, which contain the specified key-
words [“Feeling will be popular”, “Will be popu-
lar”, “Occupying the floor”, “Occupying a floor”,
“Front row”, “First floor”, “Second floor”’]. Then,
data deduplication is applied. Reply comments
with the same content are only kept once. Finally,
a total of 440,666 Chinese dialogues and 303,062
dialogues in other languages are kept.

LLM based Filtering. LLM prompting technique
is utilized to filter the dataset. Specifically, dia-
logues with the following six aspects are removed
by ChatGPT (OpenAl, 2022). 1. Illegal Content
Violence: Content describing or inciting violent
behavior. Terrorism: Content related to terror-
ist activities. Illegal Activities: Including but not
limited to drug trafficking, hacking attacks, copy-
right infringement, etc. 2. Harmful Content Hate

Speech: Attacks or defamation against groups of
race, religion, gender, sexual orientation, national-
ity, etc. Discrimination: Any form of discrimina-
tory content. Harassment: Harassment, threats, or
bullying against individuals or groups. 3. Inappro-
priate Content Adult Content: Including pornogra-
phy, obscenity, or explicit sexual content. Extreme
Violence: Content that is too bloody or cruel. Sen-
sitive Topics: Topics such as suicide, self-harm, or
eating disorders. 4. False Information Fake News:
Spreading misleading or false news information.
Misleading Information: Spreading unverified ru-
mors or misleading information. 5. Morality and
Ethics Moral Standards: Content that violates the
moral standards recognized by society. Ethical Is-
sues: Content involving ethical controversies, such
as human experimentation or animal abuse. 6. Pri-
vacy Personal Information: Disclosing personal
privacy information, such as addresses, phone num-
bers, ID numbers, etc. Sensitive Data: Involving
sensitive data such as financial information, medi-
cal records, etc.

Finally, a total of 391,036 dialogues are kept.
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Figure 2: Domains of KwaiChat.

3.2 Data Merging and Balancing

To address the long-tail distribution of video topics,
an adaptive video topic balancing method based
on the number of likes is designed to balance the
topics of videos. It is observed that an abundance
of videos on topics tends to attract a larger audi-
ence, which in turn generates a higher volume of
views. Consequently, this leads to an increase in
the number of likes received. Given this correla-
tion, it becomes evident that a higher threshold
for content curation is necessary to ensure qual-
ity and relevance. Based on this hypothesis, an
adaptive algorithm is designed to calculate the like
count threshold Like_threshold based on the num-
ber of videos in a topic. The parameters of the
algorithm include (1) base_threshold (6y): The
base threshold value, which defaults to 500. (2)
scaling_factor (85): The scaling factor, which de-
faults to 0.5. (3) min_threshold and max_threshold.:
The minimum and maximum limits for the thresh-
old value, which are 50 and 10,000, respectively.
(4) exponent (3): The power exponent, is used
to control the nonlinear scaling, which defaults to
0.5. (5) scaling_factor (vy): The scaling factor. (6)
quantile_threshold (0,): The quantile of video like
number is set as 75%.

The scaled threshold is calculated as

N\?
s =0y x (—) X 7,
04

where N 1is the number of videos. The

Split Language #of Videos Avg-v  Avg-u
POR 41,400 83.05 3.04

Trai ZH 21,021 5822  11.28
ram D 11,419 5733 3.00
ES 3,824 35.12  3.14

POR 4,116 80.40  3.14

Validation ZH 2,117 5843  11.28
1dat D 1,073 5925 297
ES 371 31.90  3.00

POR 4,209 84.24  3.66

Test ZH 2,119 59.49  10.94
D 1,147 58.80  3.08

ES 393 34.09  3.32

Table 2: Data division of KwaiChat. “Avg-v”, and “Avg-
u” denote the average duration of videos, the average
utterance of dialogues.

Like_threshold (0;) is calculated as

if 85 < min_threshold
if 8, > max_threshold .

min_threshold,

0; = < max_threshold,

0s, otherwise

Videos with likes below the specified threshold
are regarded as low-frequency. To mitigate the
long tail issue, only those videos that surpass this
threshold are preserved.

3.3 Data Statistics and Quality

Data Statistics. Table 2 provides statistics of
KwaiChat.  Statistics show that dialogues in
KwaiChat are rich in dialogue numbers and long
in video duration, which is much larger than other
multi-modal dialogue datasets.

Figure 2 illustrates the domains of KwaiChat.
The dataset is expansive, encompassing a diverse
array of 30 domains, underscoring its richness and
providing a robust foundation for the advancement
of mixed-type dialogue systems. There are six main
domains, including lifestyle and interests, health
and lifestyle, education and culture, entertainment
and arts, technology and innovation, and news and
current affairs. There are a total of 30 domains in
the dataset, with 5 domains for health and lifestyle,
6 domains for education and culture, 9 domains for
entertainment and arts, 2 domains for technology
and innovation, 3 domains for news and current
affairs, 5 domains for lifestyle and interests.

Figure 3 illustrates the domains, languages, top-
ics, and dialogue types of KwaiChat. The table ele-
gantly delineates the intricate connections between
diverse elements, which shows that our filtering
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Figure 3: The domains, languages, topics, and dialogue types of KwaiChat. The first column lists the domains. The
second column lists the four languages. The third column lists the topics. The fourth column lists the dialogue types.

algorithm ensures a balanced and uniform distri-
bution across all categories. Besides, the dataset
contains 30 domains, underscoring its richness and
providing a robust foundation for the advancement
of mixed-type dialogue systems. The topics are
collected from Kwai, and each topic is categorized
into one of four dialogue types. As shown in Fig-
ure 1, dialogue types are automatically assigned
based on the given dialogue topics. We conducted
a manual review of the data, and the results showed
high data quality.

Data Quality. Following the evaluation method
in previous work (Liu et al., 2020), we conduct
human evaluations for data quality.* Finally, we
obtain an average score of 0.90 on this evaluation
set, indicating that the dataset has high quality.

4 Experiments and Results

This section introduces the experimental setting,
data and evaluation metrics, baselines, automatic

evaluations, human evaluations, and the case study.

*A dialog is rated with a score “1” if it is coherent, logical,
grammatically correct, otherwise “0”. Then, we ask three
experts to judge the quality of 200 randomly sampled dialogs

4.1 Experimental Setting

Experimental Setting. For Transformer, the im-
plementation by HuggingFace ° is utilized, where
the hyperparameters follow the default settings in
the original Transformer (Vaswani et al., 2017).
Computing Platform. Our experiments are con-
ducted on the workstation with an Intel Xeon E5
2.40 GHz CPU, 128 GB memory, an NVIDIA
A100 GPU, and CentOS 7.2.

4.2 Data and Evaluation Metrics

4.2.1 Data

Following Tiktalk (Lin et al., 2023), we split
KwaiChat into the training set, the validation set,
and the test set by randomly sampling data with
the ratio of 10:1:1, and ensure that random and
identical videos do not appear in different sets.

4.2.2 Automatic Evaluation Metrics

Following Tiktalk (Lin et al., 2023), we adopt two
types of automatic metrics to evaluate the perfor-
mance of models from different perspectives, token
similarity and diversity.

Similarity. Three basic automatic evaluation
metrics for generation tasks are utilized in this

>https://github.com/huggingface/transformers
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Model Language BLEU1 BLEU2 ROUGE-L DIST-2 DIST-3
POR 225 0.21 5.00 99.89 99.99
1D 1.16 0.14 2.95 99.95 100.00
Qwen2-72B-Instruct ES 2.67 0.25 4.68 99.94 99.99
ZH 5.85 0.57 0.23 99.62 99.90
Text Model POR,ID,ES,ZH 4.21 0.41 2.11 99.74 99.94
POR 1.98 0.20 5.20 99.10 99.30
ID 0.94 0.14 1.77 95.86 94.84
LLaMA3.1-8B ES 2.67 0.30 4.12 99.61 99.14
ZH 5.16 0.61 0.16 99.49 99.57
POR,ID,ES,ZH 3.72 0.43 2.02 99.05 99.06
POR 2.42 0.27 4.84 90.84 92.40
ID 0.93 0.14 2.23 79.31 81.78
Qwen-VL ES 2.00 0.28 3.65 76.29 78.59
ZH 6.35 0.93 0.37 96.30 97.51
POR,ID,ES,ZH 4.56 0.64 1.99 92.58 94.04
POR 2.56 0.35 5.39 77.97 80.21
1D 1.49 0.22 3.32 79.24 82.38
Video-LLaMA2-7B ES 2.29 0.27 4.49 80.15 82.32
ZH 6.90 1.11 0.34 94.96 96.20
POR,ID,ES,ZH 4.92 0.77 231 87.82 89.56
POR 1.86 0.23 4.04 80.54 83.86
Multi-modal ID 1.40 0.20 3.00 91.48 93.16
InternVL2-26B ES 2.00 0.26 3.71 78.18 81.11
ZH 6.30 1.04 0.45 94.82 96.33
POR,ID.ES,ZH 4.41 0.70 1.85 89.72 91.83
POR 0.48 0.05 1.18 36.80 38.16
1D 0.49 0.07 1.22 66.13 67.23
LLaVA-Next-Video-7B  ES 0.77 0.08 1.63 51.17 54.15
ZH 1.98 0.26 0.30 62.60 63.30
POR,ID.ES,ZH 1.46 0.18 0.64 56.36 57.33
POR 2.68 0.27 5.71 99.83 99.98
ID 1.23 0.16 3.05 99.87 99.97
GPT-40 ES 3.01 0.34 5.65 99.75 99.96
ZH 6.34 0.81 0.26 99.52 99.79
POR,ID,ES,ZH 4.70 0.58 231 99.65 99.87

Table 3: Results of 7 models (Qwen2-72B-Instruct (Yang et al., 2024), LLaMA3.1-8B (Dubey et al., 2024),
Qwen-VL (Bai et al., 2023), Video-LLaMA2-7B (Zhang et al., 2023), InternVL2-26B (Chen et al., 2024), LLaVA-
Next-Video-7B (Li et al., 2024a), and GPT-40 (OpenAl, 2023a)) on KwaiChat in the zero-shot setting. Results are
reported in percentage (%). “POR”, “ID”, “ES”, and “ZH” stand for Portuguese, Indonesian, Spanish, and Chinese.

work, including BLUE1 (Papineni et al., 2002),
BLUE2 (Papineni et al., 2002), and ROUGE-
L (Lin, 2004). BLUE is the n-gram precision that
is calculated as the ratio of the number of n-grams
in the candidate translation that also appear in the
reference translation to the total number of n-grams
in the candidate translation. ROUGE-L focuses on
the longest common subsequence between the gen-
erated text and the reference text. These metrics
all measure the similarity between the generated re-
sponses and the ground truth via n-gram matching.

Diversity. Following previous work(Liu et al.,
2021), this paper adopts DIST-2 and DIST-3 (Li
et al., 2015) to measure the diversity of gener-
ated responses. Specifically, DIST-2 focuses on
bigrams, which are pairs of consecutive words, and

calculates the ratio of unique bigrams in the gener-
ated text to the total number of bigrams. Similarly,
DIST-3 evaluates trigrams, which are sequences
of three consecutive words. The metric calculates
the ratio of unique trigrams to the total number of
trigrams in the generated text.

4.2.3 Human Evaluation Metrics

Following Lin et al. (2023), five human evaluation
metrics are utilized in this work:

Sensibleness measures whether the response is
meaningful and coherent, and conforms to logic
and common sense;

Specificity measures whether the response is rele-
vant to a specific context, provides sufficient details,
and avoids being too vague or general;
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Model Sensibleness  Specificity Vision-R  Dialog-R  Human-likeness  Average
Human comment 6.00 5.25 4.71 5.96 6.54 5.70
Qwen2-1.5B-Instruct 1.55 2.17 1.29 2.13 2.54 1.93
Qwen2-7B-Instruct 2.34 3.38 1.96 3.46 3.09 2.84
Qwen2-7B-Instruct-LoRA 3.71 3.04 2.30 4.00 5.29 3.67
Qwen2-7B-Instruct-Full 2.59 1.79 1.71 2.54 4.46 2.62
Qwen2-72B-Instruct 3.88 4.54 2.96 4.54 4.00 3.98
Qwen2-72B-Instruct-3-shot 3.05 3.54 2.63 3.67 3.46 3.27
Qwen2-72B-Instruct-4-shot 3.25 3.96 2.38 4.50 3.63 3.54
Qwen2-72B-Instruct-5-shot 3.25 3.84 3.00 4.09 3.46 3.53
LLaMA3.1-8B 1.96 221 1.75 2.38 2.75 221
Qwen-VL-Chat 2.75 3.54 3.08 3.58 2.50 3.09
VideoLLaMA2-7B 2.67 3.13 2.38 3.67 3.75 3.12
InternVL2-8B 3.63 4.25 4.46 4.71 3.58 4.12
InternVL2-8B-LoRA 2.84 2.17 2.33 3.00 4.58 2.98
InternVL2-8B-Full 4.50 4.04 3.63 4.63 5.75 451
InternVL2-26B 4.29 4.71 4.21 5.08 442 4.54
LLaVA-Next-Video-7B 1.17 1.38 1.21 1.38 1.25 1.27
GPT-40 4.29 4.25 4.38 5.00 4.71 4.53
GPT-40-3shot 425 442 3.79 5.21 5.29 4.59
GPT-40-4shot 5.13 5.04 4.13 5.84 5.54 5.13
GPT-40-5shot 5.58 5.38 4.79 5.71 6.25 5.54

Table 4: Human evaluation results on five aspects. The average scores are reported. “Vision-R” and “Dialog-R”
stand for vision relevance and dialog relevance, respectively.

Vision Relevance examines the degree of corre-
lation between the response and the multi-modal
information in the video;

Dialog Relevance measures fluency, relevancy, and
logical consistency of each response when given
the global context;

Human-likeness examines the similarity between
generated response and with corresponding human
response from the perspectives of appropriateness,
fluency, and proactivity.

Each metric has 7 levels, ranging from point 1
(worst) to point 7 (best). We randomly select the
generation results of 100 dialogues from the test set
and ask three annotators who are experts in this task
to independently evaluate them. The final score is
calculated as the mean of their scores.

4.3 Baselines

We carefully select a few strong baselines for
comparison. Specifically, two baselines for text-
only dialogue generation (Qwen2-Instruct (Yang
et al., 2024), LLaMA3.1 (Dubey et al., 2024))

and five baselines for multi-modal dialogue gen-
eration (Qwen-VL (Bai et al., 2023), Video-
LLaMA?2 (Zhang et al., 2023), InternVL2 (Chen
et al., 2024), LLaVA-Next-Video (Li et al., 2024a),
GPT-40 (OpenAl, 2023b)).

4.4 Automatic Evaluation

We conduct experiments in three settings, zero-shot,
in-context, in-context learning, and fine-tuning.

Zero-shot. The results of zero-shot on automatic
evaluation metrics are shown in Table 3. Two text-
based models (Qwen2-Instruct (Yang et al., 2024),
LLaMA3.1 (Dubey et al., 2024)) and 5 multi-
modal models (Qwen-VL (Bai et al., 2023), Video-
LLaMA?2 (Zhang et al., 2023), InterVL2 (Chen
et al., 2024), LLaVA-Next-Video (Li et al., 2024a),
GPT-40 (OpenAl, 2023a)) are included. These
LLMs directly utilize video, dialogue context, and
zero-shot prompts as the input. Results of BLUE],
BLUE2, ROUGE-L, DIST-2, and DIST-3 are re-
ported in percentage. The results show the follow-
ing conclusions. First, video-based LLMs perform

2286



better than text LLMs, which indicates that LLMs
cannot make accurate responses without video in-
formation. Second, LLMs perform better in Chi-
nese than in other languages. The reason is that
during the pre-training phase, there is an abundance
of high-quality Chinese training corpora, which al-
lows LLMs to achieve better pre-training in Chi-
nese. Third, the performance of LLMs is high on
DIST, and the reason is that LLMs can generate di-
verse and fluent responses. Finally, we conducted
additional tests on samples in Spanish and Por-
tuguese and found that LLaVa performs better in
Spanish. The reason may be that LLaVa has supe-
rior performance in Spanish.

In-context Learning. The results of LLMs’ in-
context learning performance are shown in Table 5.
The results show the following conclusions. First,
showing more cases performs better. The reason
is that more cases help LLMs to better understand
the questions and answers, thus LLMs can make
better responses. Second, GPT-40 performs better
than Qwen?2 even with the few-shot setting, which
shows the strong power of GPT-4o.

Fine-tuning. The results of LLMs’ fine-tuning per-
formance are shown in Table 6. The results show
that fine-tuning with Lora performs better than fine-
tuning full parameters. The reason may be that
fine-tuning all parameters may result in overfitting
to the training data, leading to low generalization.

4.5 Human Evaluation

Table 4 shows the human evaluation results on the
five evaluation metrics. Three conclusions can be
obtained from the results. First, these models per-
form better in terms of human-likeness and dia-
logue relevance compared to the other three eval-
uation metrics. This shows that LL.Ms are good
at generating fluency and context-aware responses.
Second, multi-modal models outperform text-only
models due to their enhanced ability to leverage
video information, which results in superior dia-
logue outcomes. Third, GPT-40 achieves the best
performance, which shows that GPT-40 is currently
the best LLM on this task.

4.6 Case Study

To further investigate the performance of the base-
lines, we present a response case in Table 7. In
the video, the girl demonstrates her proficiency
in cooking, decorating, and gardening. The text
model praises her for being familiar with various
aspects, with semantic representations that fit well

with the context and fluent expression. However,
the response lacks specific content that she is par-
ticularly adept at. By contrast, multimodal mod-
els can perceive the content of the video, which
allows them to include specific details in their re-
sponses, making them more contextually relevant
and aligned with the video content.

Besides, results show that LLaMA3.1 refuses to
reply to the second comment. The possible reason
is that LLaMA3.1 regards the comment as an illegal
event.

5 Conclusion

This work first identified the issue of how to gener-
ate multi-participant video-driven mixed-type dia-
logue. To address this issue, we introduced a novel
task and built a corpus of human-to-human multi-
participant video-driven multilingual mix-typed
corpus, named KwaiChat. To facilitate further
research, we established baselines on KwaiChat.
Thorough experiments involving 7 popular LLMs
on KwaiChat indicated that GPT-40 performed best,
yet it still fell short in certain situations, even with
the in-context learning and fine-tuning methods.
Next, we will promote cross-lingual research.
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A In-context Learning Results

The results of LLMs’ in-context learning perfor-
mance are shown in Table 5. The results show the
following conclusions. First, showing more cases
performs better. The reason is that more cases
help LLMs to better understand the questions and
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answers. Second, GPT-4o performs better than
Qwen?2 with the few-shot setting, which shows the
strong performance of GPT-40. Third, current mod-
els still fall short in terms of BLEU and ROUGE
metrics, indicating that further improvement is nec-
essary. This also underscores the significance of
this dataset.

B Fine-tuning Results

The results of LLMs’ fine-tuning performance are
shown in Table 6, where the performance of LLMs
fine-tuning with the Lora technique and fine-tuning
full parameters are reported. The results show that
fine-tuning with Lora performs better than fine-
tuning full parameters. The reason may be that fine-
tuning of all parameters may result in overfitting
to the training data, leading to low generalization.
Besides,

C Case Study

To further investigate the performance of the base-
lines, we present a response case in Table 7. Re-
sults show that LLaMA3.1 provides inconsistent
answers to the main comment and refuses to reply
to the second comment. The possible reason is that
LLaMA3.1 regards the second main comment as
an illegal event. QwenVL provides an inconsistent
answer to the first main comment but provides a
correct answer to the second one. Video-LLaMA?2
gives a wrong answer for both the two main com-
ments, which shows that it contains serious hallu-
cinations. InternVL2 also contains hallucinations
in the first comment. Besides, only GPT-40 makes
correct replies to these two comments. The results
show that current LLMs fall short in knowledge-
based question-and-answering.
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Model Setting  Language BLEU1 BLEU2 ROUGE-L DIST-2 DIST-3
POR 2.25 0.21 5.00 99.89 99.99

1D 1.16 0.14 2.95 99.95 100.0

Base ES 2.67 0.25 4.68 99.94 99.99
ZH 5.85 0.57 0.23 99.62 99.90
POR,ID,ES,ZH 421 0.41 2.11 99.74 99.94

POR 241 0.26 5.36 99.93 99.97

1D 1.31 0.19 3.35 99.91 99.99

3-shot ES 2.72 0.27 5.10 99.89 99.99
ZH 6.86 0.78 0.18 99.11 99.60
Qwen2-72B-Instruct-GPTQ-Int4 POR,ID,ES,ZH 4.82 0.55 2.20 99.46 99.76
POR 2.31 0.24 5.29 99.94 99.99

D 1.35 0.17 3.40 99.86 99.96
4-shot ES 2.44 0.23 4.65 99.93 100.0
ZH 6.97 0.83 0.29 99.11 99.59
POR,ID,ES,ZH 4.87 0.57 227 99.46 99.76

POR 2.25 0.25 5.15 99.91 99.98

ID 1.35 0.17 3.43 99.89 99.98

S5-shot  ES 2.73 0.29 4.88 99.84 99.94
ZH 7.06 0.83 0.17 99.13 99.61
POR,ID,ES,ZH 491 0.57 2.17 99.46 99.77

POR 2.68 0.27 5.71 99.83 99.98

1D 1.23 0.16 3.05 99.87 99.97

Base ES 3.01 0.34 5.65 99.75 99.96
ZH 6.34 0.81 0.26 99.52 99.79
POR,ID,ES,ZH 4.70 0.58 2.31 99.65 99.87

POR 2.72 0.38 6.55 99.97 99.89

ID 1.73 0.29 433 99.93 99.76

3-shot ES 2.74 0.41 5.95 99.92 99.81
ZH 8.49 1.47 0.22 98.30 98.96
GPT-40 POR,ID,ES,ZH 595 1.00 2.68 98.99 99.29
POR 2.50 0.35 6.63 99.97 99.75

ID 1.92 0.28 433 99.95 99.74
4-shot ES 3.16 0.57 6.63 99.97 99.83
ZH 8.58 1.55 0.21 98.07 98.82
POR,ID,ES,ZH 6.01 1.05 2.69 98.86 99.21

POR 2.61 0.41 6.76 99.96 99.80

1D 1.91 0.28 4.53 99.93 99.70

5-shot  ES 2.89 0.47 6.17 99.95 99.82
ZH 8.83 1.61 0.29 97.96 98.70
POR,ID,ES,ZH 6.18 1.10 2.78 98.79 99.15

Table 5: Results of Qwen2-72B-Instruct-GPTQ-Int4 and GPT-40 in the 3-shot, 4-shot, and 5-shot setting.
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#  Portuguese

J

SERIES SERIES SERIES SERIES SERIES

speakerl: "Eu passo isso todos os dias na minha casa"
speaker2: "Vc tem que proceder "

speaker3: "denuncia "

speaker4: "Procure ajuda e vou orar p Deus te proteger "

&
q Spanish

speakerl : "No entiendo porque hace tanto drama por el cabello si yo me lo corte casi igual y eso que
odio el cabello corto",

speaker2: "si aparte si se iba a poner asi para que fue a cortarselo &",

speaker3: "tu no sabes el carifio o esfuerzo que ella le tenia al suyo ",

speakerd: " adema depronto te costumbraron pero a ella no ni ami y me da lastima[cry]",

[ I

J Indonesian ‘

speakerl: "itu kutek dicampur cairan apa ya? tolong infonyaaaa .. Aku kpingin coba"
speaker2: "air biasa",
speaker3: "bensin 2liter [big_eyes][big_eyes]"

Figure 4: Examples of KwaiChat.
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Model Language BLEU1 BLEU2 ROUGE-L DIST-2 DIST-3
POR 4.58 1.10 10.55 86.17 71.37
ID 3.85 0.89 7.70 88.07 72.82
Qwen2-7B-Instruct-Lora  ES 5.58 1.33 10.21 94.01 87.49
ZH 9.93 2.76 0.27 92.44 93.27
Text Model POR,ID,ES,ZH 7.58 2.03 4.47 90.13 84.40
POR 2.57 0.46 6.91 90.75 69.99
D 1.77 0.33 3.96 82.32 63.64
Qwen2-7B-Instruct-Full  ES 3.65 0.52 5.82 94.10 89.54
ZH 9.39 2.26 0.05 91.93 92.99
POR,ID,ES,ZH 6.40 1.47 2.73 90.79 83.07
POR 3.23 0.51 7.49 91.81 81.02
ID 2.22 0.43 4.70 86.34 72.45
InternVL2-8B-LoRA ES 3.56 0.58 6.22 93.93 86.17
ZH 8.76 2.02 0.27 93.36 92.23
. POR,ID.ES,ZH 6.38 1.39 3.01 92.31 86.98
Multi-modal
POR 3.17 0.60 7.75 89.28 75.71
ID 2.02 0.32 4.65 83.63 66.26
InternVL2-8B-Full ES 3.36 0.76 6.62 91.30 78.94
ZH 8.29 1.99 0.31 93.56 92.00
POR,ID,ES,ZH 6.07 1.39 3.12 91.36 84.50

Table 6: Results of Qwen2-7B and InternVL2-8B with Lora fine-tuning and full-parameter fine-tuning.

Main Comment

AR TEERER NS5 %) il )R B (Hot knowledge: Potassium nitrate does not react with any substance)

Ground Truth BIEERR A K Z A2 (The majority of nitrate ions are not present)
LlaMasy TR R RS RS
’ (I am curious about which substances can react with potassium nitrate?)
QwenVL THIREATAS, ARt - B R AR B, (RIUE— 2P 1~ (Is potassium nitrate okay?

You can try throwing the rice mud into potassium nitrate to make sure you can turn one into two)

Video-LLaMA?2

THERFFRASEA 2 SEMPIR A R, X — TR RE R4 -

(Potassium nitrate does not react with any substance, it is an extremely stable chemical substance.)

IENG, BRIRUHLZENR T BEEZ I ANt —MAERIRERLEYIR, EEE N2 5 REE
PVIRAERRL - B2, MR T, E258RNEREENIFIK -

InternVL2 (Haha, it seems that you have a good understanding of chemistry! However, potassium nitrate is indeed a
highly stable compound that typically does not react with most substances. However, at high temperatures,
it does react with hydrogen gas to produce nitrogen oxides and water.)

GPTdo I, X RATAREATES T, SFSBLARA, SR AT BIZU 0K FI | (Haha, this hot

knowledge is simply hilarious! The fact is that potassium nitrate is a good hand for violent reactions!)

Main Comment

R AINFAETEIE KGR JLT? (Why do we need to lower the flame before heating?)

Ground Truth B 11130 2 RN 5] HBKE (Prevent uneven heating and explosion of test tubes)

LLaMA3.1 ANFERE, TENXA R ALE S . (Sorry, we are unable to provide a response to this question.)
X— BRI T ILREER H M AIREER TR S W1 5 2 8, B R BT A S EOREER i o 8 7 A A

QwenVL (This step is to evenly heat the mixture of nitric acid white oil and potassium nitrate, avoiding local

overheating that may cause the decomposition of nitric acid white oil to produce gas.)

Video-LLaMA2

IRFRHHE ISR LT ATRER DN TN JERIAE, TN ERANEN A -

(Shaking the flame before heating can increase the heat of the flame and accelerate the heating process.)

DXAER LALE KAE TS, R ki 24 -

InternVL2 (Because this makes the flame uniform and avoid local overheating.)
B, BRI MEEZIFE | IMPETRE LT MG N Tk JIEERS), XA A
R W RIRANRZE FEOE M . BT E M EZHE ! (Hey, it seems like you're also a
GPT-40 chemistry enthusiast! Shaking the flame before heating is to make the flame more stable and uniform,

so that the test tube will not rupture due to sudden temperature differences during heating. Scientific
experiments are full of opportunities!)

Table 7: Two generation cases of 5 LLMs for the given video and context.
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