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Abstract

While natural language processing (NLP) tech-
niques have been applied to user reviews in
recommendation systems, the potential of lever-
aging Arabic dialects in this context remains
unexplored. Arabic is spoken by over 420 mil-
lion people, with significant dialectal variation
across regions. These dialects, often classified
as low-resource languages, present both chal-
lenges and opportunities for machine learning
applications. This paper represents the first at-
tempt to incorporate Arabic dialects as a signal
in recommendation systems. We explore both
explicit and implicit approaches for integrat-
ing Arabic dialect information from user re-
views, demonstrating its impact on improving
recommendation performance. Our findings
highlight the potential for leveraging dialectal
diversity in Arabic to enhance recommenda-
tion systems and encourage further research at
the intersection of NLP and recommendation
systems within the Arab multicultural world.

1 Introduction

Recommendation systems have become integral to
various online platforms, enhancing user experi-
ence by providing personalized recommendations
(Naumov et al., 2019; Covington et al., 2016; Ying
etal., 2018) and consequently driving the economic
activity of influential technology companies (Lin-
den et al., 2003; Greenstein-Messica and Rokach,
2018; Gomez-Uribe and Hunt, 2016). These sys-
tems typically rely on user behaviour to understand
preferences and improve recommendations. One
source for understanding user preferences is the
content generated by users for the product reviews
they make public. As user-generated reviews con-
tain valuable information, they have been used by
many recommendation systems to improve the rec-
ommendation performance (Almahairi et al., 2015;
Chen et al., 2015; Wang et al., 2021b; Sachdeva and
McAuley, 2020). While previous works applied

natural language processing (NLP) techniques to
analyze text reviews in recommendation systems
(Qiu et al., 2022; Catherine and Cohen, 2017), the
potential of leveraging Arabic language dialects
from such reviews remains unexplored.

Arabic, spoken by over 420 million people
worldwide, comprises numerous dialects that vary
in grammar and vocabulary. Although they share
the same root in Modern Standard Arabic (MSA),
these dialects diverge across the cultures of the
Arab world, leading to differences in spoken prac-
tice and social media content. These dialects
present unique challenges and opportunities for
natural language processing tasks due to their ex-
tensive linguistic diversity and lack of standard-
ization. The divergence of dialects often lead to
mutual unintelligibility, different from the differ-
ence between English dialects, such as British and
American English, which exhibit much higher mu-
tual comprehensibility. Specific challenges include
(1) semantic divergence, where words may look or
sound similar across dialects but carry entirely dif-
ferent meanings. (2) diglossia, where MSA serves
as the formal, high-resource language while nu-
merous other Arabic dialects are underrepresented
(Ferguson, 1959). (3) Lack of standard orthogra-
phy, as dialectal Arabic is written informally with
inconsistent spelling and frequent code-switching
(Bergman and Diab, 2022). Current research in
Arabic NLP has focused on Arabic dialect identifi-
cation (Keleg and Magdy, 2023; Keleg et al., 2024,
2023), but their application in recommendation sys-
tems has yet to be explored.

In this paper, we explore the use of Arabic di-
alects as a signal for recommendation models and
investigate its effect on recommendation perfor-
mance. We first examine how Arabic dialects in
user reviews can serve as an explicit signal to the
recommendation model. In particular, we first pro-
pose to identify the dialect and incorporate that
information as a user feature fed to a recommen-
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dation model. We then demonstrate a successful
approach to including Arabic dialect information
as an implicit signal in the recommendation model.
By improving the user behavior modeling with the
aid of Arabic dialects in text reviews, we aim to
draw the attention of the NLP and recommendation
system communities to the opportunities within the
Arab multicultural world.

2 Preliminaries

2.1 Arabic Dialects in NLP

Arabic Dialect Identification (ADI) is the task of
automatically detecting specific Arabic dialects in
written texts (Althobaiti, 2020), and recent shared
tasks have focused on developing advanced com-
putational methods to improve the ADI accuracy
(Abdul-Mageed et al., 2021, 2022, 2023, 2024).
ADI can be framed as a single label classification
problem, where an Arabic text is assigned a label
belonging to one of the Arabic dialect (Bouamor
et al., 2019). However, A key limitation of fram-
ing ADI task as a single-label classification prob-
lem, is that assigning each sentence to only one
dialect overlooks the fact that a sentence may be
valid in multiple dialects (Abdul-Mageed et al.,
2023). Hence, (Keleg and Magdy, 2023) analyzed
the problems of the ADI single-label framing and
framed ADI as a multi-label classification problem.

While ADI aims to classify Arabic text into di-
alect labels, the Arabic Level of Dialectness (ALD1)
(Keleg et al., 2023) takes a more nuanced approach
by quantifying the degree of dialectal content in a
sentence on a continuous scale. ALDi recognizes
that Arabic speakers often mix MSA and dialectal
Arabic, resulting in a spectrum of dialectness rather
than a discrete MSA/dialect distinction.

In our experiments, we employ both ADI and
ALDI techniques to enhance user behavior mod-
eling in recommendation systems, using a signal
derived from the dialect of Arabic text in user re-
views.

2.2 Recommendation Models

Recommendation models play a crucial role in per-
sonalizing user experiences by predicting which
items a user is most likely to engage with. These
models can be viewed through the lens of user-item
interactions, which are often represented as a bipar-
tite graph. In this graph, users and items are nodes,
and interactions between them, such as clicks or
purchases, form the edges. In an explicit feedback

setting, the graph may also include additional in-
formation, like ratings, to weight these edges. In
contrast, in an implicit feedback setting, interac-
tions are treated with uniform edge weights. We
consider an implicit feedback setting where user-
item interactions are treated as uniformly weighted
positive edges and associated with user reviews,
while missing interactions (items a user did not
interact with) are considered negative edges.

A variety of recommendation models have been
developed to leverage these interaction graphs. One
such model is the Two-Tower Neural Network
(TTNN), which is widely used in large-scale recom-
mendation systems (Balasubramanian et al., 2024;
Yi et al., 2019; Naumov et al., 2019). TTNNs con-
sist of two Deep Neural Networks (DNNs), one
for users and one for items. The user network pro-
cesses both dense and sparse features to generate
a dense representation of the user, x,,, while the
item network does the same for items, producing a
dense representation y;. The relevance of item 7 to
user u is then calculated using a scoring function
F, : R% x R? — R, which could be as simple as a
dot product or as complex as another DNN.

More formally, the user network processes user
feature representations, which are concatenated and
passed through a multi-layer perceptron (MLP) to
produce a user representation:

xu = MLP,,(feature representations,,) (1)

Similarly, the item network processes item fea-
ture representations and generates item representa-
tions:

yi = MLP;(feature representations;)  (2)

The relevance between a user « and an item % is
calculated using a scoring function:

Fs(xu’ Yi) = MLPS(XU @ Yi) (3)

Where & denotes the concatenation operator.

3 Arabic Dialects as Model Signals

In this section, we first present the design choices
for incorporating Arabic dialect information as an
explicit signal, followed by its use as an implicit
signal in the recommendation model. Here, a sig-
nal refers to input data that impacts the model’s
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learning. An explicit signal means that the Ara-
bic dialect information is treated as a user feature
where it is is explicitly passed to the model. In
contrast, an implicit signal embeds the influence
of Arabic dialects within the user representation
without passing it explicitly to the model.

3.1 Dialect as an Explicit Signal

To introduce Arabic dialect as an explicit signal,
we employed ADI and ALDi estimation models to
extract dialect information from user reviews and
create a user dialect feature. Specifically, we used
BERT-based models fine-tuned for single-label and
multi-label ADI (Keleg and Magdy, 2023), as well
as a BERT-based model fine-tuned to estimate the
ALD:i scores (Keleg et al., 2023). The created user
dialect feature dfy, is then fed as a user feature into
the user network in the TTNN to generate the user
representation x,,. Given the dialect label, either a
single or multi label, and the ALDi score for each
user review, we explored the following options for
creating the user dialect feature dfy,:

* Single-Label: A single dialect label is used as
the user dialect feature df,, for the positive user-
item interaction associated with the user review.
For negative interactions, which do not have an
associated review, dfy, will be a single dialect label
sampled from the user’s previously used dialects.

* Multi-Label: Multi dialect labels are used as
the user dialect feature df,, for the positive user-
item interaction associated with the user review.
For negative interactions, the two most common

dialects previously used by a user are chosen for
df,,.

* Multi-Label++: Considering the multi dialect
labels for the reviews of all positive user-item inter-
actions, the two most common dialects used by a
user are chosen as the user dialect feature df,, for
both positive and negative interactions.

For all three options, if a user review has an ALDi
score less than 0.1, the review text will be regarded
as Modern Standard Arabic and labeled accord-

ingly.
3.2 Dialect as an Implicit Signal

To introduce the Arabic dialect as an implicit signal,
we employed an Arabic Level of Dialectness esti-
mation model (Keleg et al., 2023) to obtain ALDi
scores from user reviews and use them in augment-
ing the user representation x,, in the TTNN’s user

network. This is achieved by sampling items the
user interacted with and using the representations
of the sampled items, generated from the item net-
work, to enhance x,,. Specifically, we let the sam-
pling probability of item ¢ for user u follow the
ALDi scores ALD1,, ; from the reviews written by
user u for item 1.

Sampling with a probability following the Ara-
bic Level of Dialectness scores serves as an implicit
signal to the model. The intuition is to increase the
visibility of items reviewed by a user in dialectal
Arabic. This approach is informed by sociolin-
guistic studies suggesting that linguistic choices,
such as code-switching to dialects, express one’s
identity and serve as identity markers (Johnstone
and Bean, 1997; Bassiouney, 2006). Therefore,
items reviewed in dialectal Arabic are expected
to be more informative about a user, and it has
been shown in (Balasubramanian et al., 2024) that
increasing the visibility of items that are more in-
formative about a user is likely to aid in modeling
user behavior. We explore two options for integrat-
ing the representations of the sampled items into
the model:

* Implicit,i,,,,: We take an elemise-wise uniform
mean of the sampled items representations and con-
catenate the resulting vector with the user represen-
tation xy, in the user network to get an augmented
user representation x2VG,

e Implicit,, ;opeq: As sampled items could have
varying amounts of information, we let the model
attend to the sampled item representations dif-
ferently by using scaled-dot product attention
(Vaswani et al., 2017). Then, we use the attention
scores to take a weighted mean of the sampled item
representations and concatenate it with the user
representation X, in the user network to obtain an
augmented user representation xf}UG.

The scoring function F§ in the TTNN will then
use x2UG instead of x,, along with the item rep-
resention y; and to compute the relevance of item
7 to user u.

More formally, to incorporate implicit signals
from the Arabic Level of Dialectness (ALDi)
scores, we enhance the user representation x, by
sampling items from the user’s interaction set Z,,.
The ALDi score ALD4,; quantifies the level of
dialectal Arabic in the review written by user v for
item . Sampling is performed with a probability
proportional to the ALDi score:
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ALDiy;
Zjezu ALDi,
This ensures that items with stronger dialectal sig-
nals are prioritized. The sampled items S,, C Z,,
are processed to create an additional vector z,,
which augments the user representation xy,.

For Implicit,, i, ., the contribution of sampled
items is calculated as:

=g ¥ )

While for Implicit,,,eeq. We let the user attends
to the sampled items differently, and computes a
weighted sum based on attention scores, and the
created vector is:

P(i|u) = 4)

Zu= Y iy (6)
1€Sy
Where «; represents the attention score of item .
The augmented user representation becomes:

XAUG _ x @ 2, (7)

For both Implicit, ., and Implicit,,,;,p,, this
augmented representation is used in the final rele-
vance scoring function:

F(xqV% i) = MLP, (xS oy1)  (®)
4 Experimental Setting

Based on the approaches described above we incor-
porate the dialect information into the recommen-
dation model and evaluate their benefits using the
following experimental setup.

Datasets. We conduct the experiments on two pub-
lic benchmark datasets: Book Reviews in Arabic
Dataset (BRAD) (Elnagar et al., 2018; Elnagar and
Einea, 2016) and Large-scale Arabic Book Reviews
Dataset (LABR) (Aly and Atiya, 2013). Because
we’re interested in the top k recommendation task,
we use a common pre-processing method to con-
vert these datasets into implicit feedback. As in
(He et al., 2017; Zhang et al., 2020; Wang et al.,
2021a; Sun et al., 2021; Cheng et al., 2021), we
divide all the datasets into training, validation and
test datasets according to the leave-one-out setting.
Detailed statistics about the datasets used in our
experiments can be found in Appendix A.
Evaluation Criteria. To assess the performance of
the model, we utilize two key metrics: Hit Rate @ k

(HR @k) and Normalized Discounted Cumulative
Gain @ k (NDCG@k). The Hit Rate evaluates
whether a candidate item appears within the top k
recommendations list, whereas NDCG measures
the position of the recommended item relative to
the top of the list.

Implementation Details. The implementation de-
tails can be found in Appendix B.

5 Results

We present the top-K recommendation results for
all design options in Table 1. The table includes
HR@10 and NDCG@10 for both the BRAD and
LABR datasets, with the percentage difference rel-
ative to the base recommendation model without
dialect information indicated between parentheses.
In addition to the design options that incorporate
the Arabic dialect information, we include a design
variant, termed ‘Ar-Review’, where we process the
Arabic review associated with the positive user-
item interaction through a sentence transformer
(Reimers and Gurevych, 2019) finetuned specif-
ically for Arabic (Nacar, 2024). The processed
review in this design option is passed as a user fea-
ture, with the hope that it will enhance the model’s
understanding of user preferences. We notice the
following from the results:

* Including the dialect information, either as ex-
plicit or implicit signal, improves the recommen-
dation performance for both datasets. This is ev-
ident from the improvement of Multi-Label++,
Implicit,pifory and Implicit,opeq OVer the base
recommendation model with no dialect information
(No-Dialect). Specifically, there is a significant im-
provement in both HR@ 10 and NDCG@ 10 when
dialect information is used as an implicit signal to
the model. In the next section, we will present an
ablation study to further investigate this observa-
tion.

* Using dialect information directly as a user fea-
ture in the model provides an improvement in rec-
ommendation performance, but only when extract-
ing multiple dialect labels from the review and
selecting the two most frequent dialects for both
positive and negative interactions (Multi-Label++).
This result suggests that the model can benefit from
including dialect information as an explicit signal.

* [t is worth noting that using different sets of di-
alects for positive and negative edges, as in the
‘Single-Label’ and ‘Multi-Label’ design options,
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BRAD LABR
Model | HR@10 NDCG@10 HR@10 NDCG@10
No-Dialect | 0.05033 0.02432 0.06754 0.03411
Ar-Review 0.02055 (-59%)  0.01160 (-52%) | 0.03659 (-46%)  0.01571 (-54%)

Single-Label
Multi-Label

0.01834 (-64%)
0.01495 (-70%)

0.00802 (-67%)
0.00614 (-75%)

0.03846 (-43%)
0.05722 (-15%)

0.01578 (-54%)
0.02695 (-21%)

Multi-Label++ | 0.05202 (+3%)  0.02554 (+5%) | 0.07129 (+6%)  0.03586 (+5%)
Implicit .., | 0.06411 (+27%) 0.03171 (+30%) | 0.07880 (+17%)  0.03729 (+9%)
Implicit, ey | 0.06099 (+21%)  0.03040 (+25%) | 0.08068 (+19%)  0.03664 (+7%)

Table 1: Comparison between design variations by HR@ 10 and NDCG@ 10 for BRAD and LABR.
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Figure 1: Ablation on ALDi score importance during sampling showing HR for BRAD (left) and LABR (right).
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Figure 2: Ablation on ALDi score importance during sampling showing NDCG for BRAD (left) and LABR (right).

degrades model performance. This result may oc-
cur because the model might struggle to learn a
unified user representation due to inconsistencies
in the feature space between positive and nega-
tive interactions. This could explain why reviews
are rarely used in an implicit feedback setting,
which is partly attributed to the lack of reviews
associated with negative interactions (Sachdeva
and McAuley, 2020; Wan and McAuley, 2018).
The same observation and reasoning apply to us-
ing an Arabic sentence transformer to process user
reviews and incorporate them into the recommenda-
tion model, as demonstrated by the inferior results
of ‘Ar-Review’.

Ablation on ALDi Biased Sampling. Augmenting
the user representation with sampled item represen-
tations, where each item’s sampling probability
follows the ALDi score of a user’s written review,
results in a significant improvement in recommen-
dation performance. In this ablation study, we aim
to investigate the specific effect of using ALDi
scores as the sampling probability. Figure 1 and

Figure 2 show the HR@10 and NDCG @10 results
of our ablation experiments, respectively. It is clear
that using ALDi scores as the sampling probability
leads to better recommendation performance for
both Implicit oy, and Implicityopeq compared
to random sampling, demonstrating that the model
benefits from the implicit dialect signal introduced
during the sampling process.

6 Conclusion

We presented how to use Arabic dialect informa-
tion extracted from a user’s publicly visible review
as valuable signals in recommendation systems.
By demonstrating both explicit and implicit design
options for incorporating dialect information into
the model, we have shown that leveraging dialects
from user reviews can improve modeling the user
behavior. Our findings aim to encourage further
research in the intersection of natural language pro-
cessing and recommendation systems, particularly
within the Arab multicultural world.
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7 Limitations

While this paper explores the use of Arabic dialect
information to enhance recommendation system
performance, there are opportunities for further im-
provement. Specifically, the extent to which the
ALDi score influences sampling probability in the
implicit signal experiments could be controlled and
investigated. Additionally, while the study focused
on recommendation system performance, future
work could take an orthogonal approach by assess-
ing the ALDi estimation model’s performance if
finetuned jointly along with the recommendation
model.

8 Ethical Considerations

This paper focused on incorporating Arabic dialects
when recommending items to users. We used pub-
licly available datasets containing text reviews writ-
ten in Dialectal Arabic; however, we aim to draw
the research community’s attention to the need for
more datasets that include a wider range of micro-
dialects. Expanding these resources would better
serve the Arab multicultural community while min-
imizing the risk of unintentional bias.

In addition, one might expect that users who use
Modern Standard Arabic in the majority of their re-
views may not benefit from incorporating dialect in-
formation into the model through implicit signal de-
sign choices, especially since we sample items with
a probability based on the ALDi scores. This could
unintentionally create bias against those users and,
consequently, degrade the model’s performance for
them. To investigate this, we report in Figure 3
the percentage improvement of HR@10 for the
implicit signal design choices, Implicit, ;¢ ., and
Implicitygjopeeq, relative to the base model with no
dialect information for the following division of
users:

* Groupl: Users with an average ALDi score
less than 0.1 for their reviews.

e Group2: Users with an average ALDi score
greater than 0.1 for their reviews.

From Figure 3, we can see that there is no bias
against users who mostly use Modern Standard
Arabic in their reviews when including dialect in-
formation as an implicit signal, as the model per-
formance improved for both Group 1 and Group 2,
and specifically that Group 1, who has an average
ALDi score less than 0.1, did not experience any
degradation in model performance.

|
I IGroupl |:| [ Group2

25.9

18

O l l

Implicit-uniform

Improvement (%)

|

Implicit-weighted

Figure 3: HR@10 percentage improvement of implicit
signal design choices relative to the base model with no
dialect information for BRAD dataset considering users
with varying levels of dialect usage.
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A Datasets Details

Table 2 shows the statistics of the datasets used in
our experiments.

BRAD LABR
Number of Users 33,986 5891

Number of Items 4978 1333
Number of Interactions | 455,912 45,681
Sparsity 99.73% 99.42%

Table 2: Statistics of the datasets used in the experi-
ments.

B Implementation Details

Our model is implemented entirely in PyTorch
(Paszke et al., 2019) and all experiments are con-
ducted on a server with an Nvidia RTX 5000 GPU
and an AMD EPYC 7502 32-Core CPU. We use the
GeLU activation function (Hendrycks and Gimpel,
2016), layernorms between layers and an embed-
ding dimension of 96. Specifically, we adopt a
common tower structure for the TTNN, wherein
higher-layer hidden dimensions contain half the
number of neurons compared to their lower lay-
ers. The Adaptive Moment Estimation (Adam)
(Kingma and Ba, 2015) is chosen as the optimizer.
Learning rate and batch size are determined via
grid search within the ranges of {0.2, 0.02, 0.002,
0.0002, 0.00002} and {32, 64, 128, 512, 1024},
respectively. Specifically, we use a batch size of
1024 and a learning rate of 0.00002 for the design
choices we had in the paper. We use 10 sampled
items for the Arabic dialect as an implicit signal
experiments. We use a max-margin-based ranking
loss function, where the objective is to maximize
the score of positive examples and minimize the
scores of negative examples, therefore, we sample
20 negative edges for each positive edge during
training. We used about 18 GPU hours to train the
1.18M parameter recommendation model, given
that training takes 3 minutes on average for each
epoch, and we train for a maximum of 100 epochs.
We take the mean of three runs for each data point.
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