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Abstract

Recently, Large Vision Language Models
(LVLMs) have unlocked many complex use
cases that require Multi-Modal (MM) under-
standing (e.g., image captioning or visual ques-
tion answering) and MM generation (e.g., text-
guided image generation or editing) capabil-
ities. To further improve the output fidelity
of LVLMs we introduce UniRAG, a plug-and-
play technique that adds relevant retrieved in-
formation to prompts as few-shot examples
during inference. Unlike the common belief
that Retrieval Augmentation (RA) mainly im-
proves generation or understanding of uncom-
mon entities, our evaluation results on the
MSCOCO dataset with common entities show
that both proprietary models like GPT-4o and
Gemini-Pro and smaller open-source models
like LLaVA, LaVIT, and Emu2 significantly
enhance their generation quality when their in-
put prompts are augmented with relevant in-
formation retrieved by Vision-Language (VL)
retrievers like UniIR models. All the necessary
code to reproduce our results is available at
https://github.com/castorini/UniRAG

1 Introduction

Recent advancements in Large Vision Language
Models (LVLMs), encompassing both proprietary
models like GPT-4o (OpenAI et al., 2024), Gemini-
Pro (Team et al., 2024), DALL-E (Ramesh et al.,
2021) and Parti (Yu et al., 2022) and open-source
models such as LLaVA (Liu et al., 2023c,b),
LaVIT (Jin et al., 2023) and Emu2 (Sun et al.,
2023), are instrumental in bridging the gap be-
tween different modalities. These models have
demonstrated remarkable human-like efficacy and
achieved state-of-the-art effectiveness in various
benchmark assessments (Li and Lu, 2024).

However, like LLMs, VLMs often struggle to
produce accurate results on lesser-known or re-
* Equal contribution.

cent topics (Huang et al., 2024; Bai et al., 2024).
This limitation occurs because models generate
responses solely based on their training data, lack-
ing access to external information during inference.
Given the rapidly changing nature of the world, it
is unrealistic for models to correctly address every
query using only pre-trained knowledge.

As a workaround, techniques like Retrieval Aug-
mented Generation (RAG) have gained significant
attention in recent years (Gao et al., 2023). In-
context RAG (Ram et al., 2023) particularly relies
on the learning capabilities of models to incorpo-
rate the latest knowledge and guide them in generat-
ing more relevant results during inference. Recent
studies have applied RAG to VL tasks, including
Visual Question Answering (VQA), text-guided
image generation and editing, and image caption-
ing (Yasunaga et al., 2022; Lin and Byrne, 2022;
Chen et al., 2022a; Yu et al., 2023; Hu et al., 2023).
However, these approaches mainly focus on train-
ing models with large image-text datasets, leaving
the potential for plug-and-play in-context RAG in
VL applications largely unexplored. As black-box
LVLMs become more prevalent, addressing this
gap is essential for their reliable adoption in appli-
cations that cannot tolerate hallucinations.

This paper introduces the plug-and-play Uni-
RAG technique, designed to enhance the fidelity
of model outputs. UniRAG integrates RA with
LVLMs to guide the generation process using rele-
vant in-context information. By incorporating inter-
leaved image-text pairs as few-shot examples dur-
ing inference, UniRAG serves as a model-agnostic
approach that effectively teaches out-of-the-box
LVLMs about various task intents and uncommon
entities. Our evaluation in this work primarily fo-
cuses on image captioning (image-to-text) and im-
age generation (text-to-image) tasks.

UniRAG adopts a two-stage retrieval and genera-
tion approach. For retrieval we use the UniIR (Wei
et al., 2023) retriever, which is trained with di-
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Figure 1: An Overview of the UniRAG technique with image captioning (blue) and image generation (green) tasks.
UniRAG retrieves relevant image-text pairs and adds them as few-shot examples to the LVLM’s input prompt.

verse VL datasets to retrieve heterogeneous out-
puts in both text and image modalities. We mainly
adopt UniIR’s CLIP Score Fusion and BLIP Fea-
ture Fusion models which are instruction-tuned
using CLIP (Radford et al., 2021) and BLIP-2 (Li
et al., 2022), respectively. In the generation stage,
we use a variety of off-the-shelf proprietary and
open-source LVLM models. In particular, we em-
ploy LLaVA, GPT-4o and Gemini-Pro for image
captioning and LaVIT and Emu2 for image gen-
eration. We guide these LVLMs using zero-shot
and few-shot prompting techniques to demonstrate
their enhanced generation capabilities due to access
to relevant examples during inference.

For our evaluations, we mainly utilize the
MSCOCO (Chen et al., 2015) dataset from the
M-BEIR (Wei et al., 2023) benchmark. We as-
sess caption and image generation using M-BEIR’s
image-to-text and text-to-image tasks, respectively.
By combining RA with LVLMs, we achieve signif-
icant improvements over baseline effectiveness: an
average increase of about 9 percentage points in
SPICE (Anderson et al., 2016) for image caption-
ing and a reduction of 25 units in Fréchet Inception
Distance (FID) (Heusel et al., 2017) for image gen-
eration. Additional evaluations using M-BEIR’s
Fashion200k dataset demonstrate that UniRAG is
even more effective in domain-specific applications.
To summarize, our main contributions in this paper
are as follows:

• Introducing the plug-and-play UniRAG tech-
nique, which combines VL retrievers with
LVLMs using in-context RAG.

• Assessing the effectiveness of UniRAG in im-
age captioning and generation tasks using five
LVLMs, including both open-source and propri-
etary models.

• Evaluating UniRAG on the Fashion200k dataset
to showcase its effectiveness in domain-specific
applications.

2 Related Work

Retrieval Augmentation with Generative Mod-
els: Retrieval Augmentation (RAG) techniques
have significantly improved the effectiveness of
LLM generation by incorporating external informa-
tion, leading to higher-quality results (Gao et al.,
2023). While some researchers modify LLM ar-
chitectures or fine-tune them for conditioning on
retrieved information (Guu et al., 2020; Borgeaud
et al., 2022), others explore in-context RAG (Ram
et al., 2023; Dehghan et al., 2024), which incorpo-
rates relevant data directly into prompts. Recent
studies have also examined the integration of RAG
with chain-of-thought (Wei et al., 2022; Wang et al.,
2023b) and other prompting techniques (Wang
et al., 2023a; Li et al., 2024); however, most of
these works mainly augment generation with text.

Vision-Language Models and Retrieval Augmen-
tation: Recently, a number of models have been
developed that integrate vision and language under-
standing (Ramesh et al., 2021; Radford et al., 2021;
Yu et al., 2022; Li et al., 2022; Liu et al., 2023c,b;
Jin et al., 2023; Sun et al., 2023; Zhai et al., 2023;
OpenAI et al., 2024; Team et al., 2024). These
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models typically use modality-specific encoders
trained on large image-text datasets to form a uni-
fied feature space. More details on the LVLMs
selected for evaluation can be found in Section 3.2.

Similar to traditional LLMs, LVLMs also strug-
gle with generating content about lesser-known
entities or uncommon combinations of common
ones (Chen et al., 2022b; Blattmann et al., 2022).
By leveraging retrieval, LVLMs can be guided to
produce more accurate and high-fidelity outputs.
UniIR (Wei et al., 2023) introduces VL retriever
models that are instruction-tuned with diverse VL
datasets to perform heterogeneous retrieval tasks
involving both text and images. RA-CM3 (Ya-
sunaga et al., 2022), MuRAG (Chen et al., 2022a),
CM3Leon (Yu et al., 2023) and REVEAL (Hu et al.,
2023) employ a retriever-generator workflow for
RAG in various VL tasks. However, they all re-
quire training generator and/or retriever models on
extensive VL datasets.

In contrast, UniRAG incorporates a VL retriever
during inference, facilitating in-context RAG for
black-box LLMs. The work by Liu et al. (2023a)
is the closest to ours, introducing an RA Chain-of-
Thought (CoT) method. However, unlike UniRAG,
it focuses on enhancing LVLMs for VQA. Their
approach selects the most relevant task from each
VQA benchmark’s training/test set as a few-shot
CoT demonstration. By comparison, UniRAG does
not rely on task-specific examples to guide the gen-
erator. Instead, it retrieves relevant information
from an external database to enrich the model’s
knowledge during inference. This task-agnostic
design allows UniRAG to benefit various image-
text tasks, including VQA, image captioning, im-
age generation, and Optical Character Recogni-
tion (OCR), by incorporating semantically relevant
image-text pairs as few-shot examples.

3 Methodology

UniRAG adopts a two-stage retrieval and genera-
tion workflow that is explained below:

3.1 Retrieval

The retrieval stage is where for a given query
its top k most relevant candidates are extracted
from a VL database. In this stage query and
candidate modalities can be any combination of
{text, image} → {text, image}. Specifically,
for an image-to-text task such as caption gener-
ation, the query is an image, and retrieved candi-

dates are captions; while for a text-to-image task
(e.g., image generation), the query is a caption and
retrieved candidates are images.

To use image-text pairs as in-context examples
in the next stage, we need to convert the retrieved
single-modality candidates into pairs. This involves
treating each retrieved candidate as a query to find
its complementary candidate based on two criteria:
a) it must have the opposite modality (text for an
image candidate and vice versa) and b) it must dif-
fer from the original query to prevent revealing the
ground-truth answer. The retriever models used for
our experiments are further explained in Section 4.

3.2 Generation

The generation stage is where the LVLM gener-
ates the required output in zero-shot (Kojima et al.,
2023) or few-shot (Brown et al., 2020) settings.
Similar to the retrieval stage, in the zero-shot set-
ting (baseline 1), the query is only present in the
input prompt; while in the few-shot setting, in-
context examples are additionally included in the
prompt. In this setting, examples are obtained using
one of the following methods: 1) random selection
of queries and their ground-truth candidates from
the dataset (baseline 2); 2) in-context RAG with
retrieved candidate pairs from the previous stage.
We leverage various LVLMs for caption and image
generation tasks, as detailed in Section 4.

4 Experimental Setup

4.1 Selected Models

We use UniIR’s CLIP Score Fusion (CLIP-SF) and
BLIP Feature Fusion (BLIP-FF) models as VL re-
trievers. Experimental results from the original
paper indicate that these instruction-tuned UniIR
models significantly outperform their pre-trained
CLIP and BLIP2 baselines across various tasks
and configurations, including image and caption
retrieval tasks (Wei et al., 2023).

To generate appropriate text captions for im-
ages, we use the LLaVA (13B) (Liu et al., 2023b),
Gemini-Pro (Team et al., 2024), and GPT-4o (Ope-
nAI et al., 2024) models. Table 1 presents sample
captions generated by these models in zero-shot,
random few-shot, and RAG few-shot settings (re-
trieved by CLIP-SF and BLIP-FF).

LLaVA is an open-source LVLM based on Vi-
cuna (Chiang et al., 2023), utilizing CLIP as its
visual encoder. It is fine-tuned on VL instruction-
following data generated by GPT-4 (Liu et al.,
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Image Query Top retrieved image-caption pair (k = 1)
Zero-shot CLIP-SF BLIP-FF Random

Prompt

-
Black and white photograph of
two men on motorcycles.

A man riding on the back of a
motorcycle down a highway.

A pair of red scissors sitting on a
newspaper.

LLaVA

Motorcycle rider on the road,
with luggage attached to the
back.

Black and white photograph of a
man on a motorcycle.

A man riding on the back of a
motorcycle down a highway.

A man is sitting on a motorcycle,
and there are two and a half hot-
dogs on paper plates on a counter.

Gemini-P

Biker and passenger riding
down the road together.

Black and white photograph of a
man and woman riding on a mo-
torcycle.

Two people riding on a motorcy-
cle through a parking lot.

Biker and his passenger riding
down the road.

GPT-4o

two people on a motorcycle
waiting at a traffic light.

black and white photograph of
two men on a motorcycle at an
intersection.

two people riding on a motorcy-
cle through an intersection.

two people are sharing a large
cruiser motorcycle at a stoplight.

Table 1: Sample caption generation with LLaVA, Gemini-Pro, and GPT-4o models in zero-shot and one-shot
settings. The “Prompt” row shows the zero-shot image query as well as retrieved image-caption pairs from CLIP-SF,
BLIP-FF and random selection that are included in the prompt as in-context examples.

2023c). LLaVA’s ability to understand and follow
human intent makes it well-suited for RAG caption
generation. Figures 2 to 5 in Appendix A show
detailed prompts used for caption generation.

Unlike image captioning, which only requires
MM understanding, image generation necessitates
models with both MM understanding and gen-
eration capabilities. To meet this need, we se-
lected LaVIT and Emu2-Gen from a survey of
LVLMs (Zhang et al., 2024).

LaVIT is an open-source model based on
LLaMA-7B (Touvron et al., 2023) that employs
a visual tokenizer to convert images into discrete
visual tokens. This allows it to process both text
and image inputs using a unified objective for next
image/text token prediction. The authors report a
Frechet Inception Distance (FID) of 7.4 (Heusel
et al., 2017) on the MSCOCO dataset, indicating
its strong capability in image generation tasks.

Emu2-Gen is another open-source model, fine-
tuned from Emu2 for image generation. Like
LaVIT, it uses next token prediction across all
modalities and incorporates a variant of CLIP as its
visual encoder along with LLaMA-33B as its back-
bone. It can accept interleaved inputs of images,
texts, and videos, and features a visual decoder
for generating images. While its zero-shot effec-
tiveness on various VL tasks is lower than that of
Emu (Dai et al., 2023), Flamingo (Alayrac et al.,

2022), and others, it excels in few-shot settings,
making it suitable for image generation with RAG.

Table 2 displays visual examples of image gen-
eration using LaVIT and Emu2-Gen in zero-shot,
random few-shot, and RAG few-shot settings (us-
ing UniIR retrievers).

4.2 Datasets

We evaluate UniRAG on image-to-text and text-to-
image tasks using the MSCOCO and Fashion200k
datasets from the M-BEIR (Wei et al., 2023) bench-
mark. To ensure broad retrieval, we use M-BEIR’s
global candidate pool of over 5.5 million entries,
including images and texts from all 10 datasets.
This approach allows us to evaluate in a more re-
alistic scenario with a diverse and extensive exter-
nal database, rather than limiting retrieval to each
dataset’s local corpus.

The MSCOCO test set includes about 25k cap-
tions for 5k unique images of common objects. For
caption generation, we use all 5k images as queries.
However, due to the lengthy image generation time
(over 12 seconds per image), we randomly sample
one caption query for each image. To maintain con-
sistency, all image generation runs use this same
sample set. We analyze the effects of this sampling
in detail in Section 5.3. To demonstrate UniRAG’s
effectiveness in domain-specific tasks, we also eval-
uate it on the test set of Fashion200k dataset from
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Caption Query Top retrieved image-caption pair (k = 1)
Zero-shot CLIP-SF BLIP-FF Random

Prompt

-

A large jetliner sitting on
top of an airport runway.

Black and white jet airliner
on an airport runway.

A large plane is parked on
the run way.

Two teenage boys are playing
a game of frisbee together.

LaVIT

Emu2-G

Table 2: Sample image generation with LaVIT, and Emu2-Gen models in zero-shot, and one-shot settings. The
“Prompt” row shows the zero-shot caption query as well as retrieved image-caption pairs from CLIP-SF, BLIP-FF
and random selection that are included in the prompt as in-context examples.

M-BEIR. This set includes about 1.7k caption and
4.9k image queries, all from the fashion domain.

4.3 Configuration Details
We use the LLaVA, Gemini-Pro, and GPT-4o mod-
els for generating captions, and LaVIT and Emu2-
Gen for image generation. For both tasks, we exper-
iment with adding k ∈ {0, 1, 5} retrieved image-
caption pairs as in-context examples, where k = 0
establishes the baseline effectiveness of generator
models without random or RAG in-context exam-
ples. Since LLaVA does not allow multiple images
as input, we vertically merge all few-shot candidate
images (and the query image for caption genera-
tion) into a single image. The final merged image’s
width matches the widest image, while its height is
the total of all individual heights. Figure 6 shows a
sample merged image with k = 1 examples. Each
image is then labeled as [n] in the prompt, where n
indicates its position in the final merged image. For
all other generator models, the in-context examples
are provided in the following interleaved format:
{image1, text1, . . . , imagek, textk}.

We use LLaVA’s default configuration1 for all its
1https://github.com/huggingface/transformers/
blob/main/src/transformers/models/llava/
configuration_llava.py

inferences, with a batch size of four for zero-shot
and two for few-shot generation. Zero-shot cap-
tion generation on a single NVIDIA RTX A6000
GPU averages around 5 seconds, while few-shot
takes 2-3 times longer. For Gemini-Pro and GPT-
4o, we utilize Vertex AI’s generate content and
OpenAI’s chat completion APIs, respectively, set-
ting their max_new_token parameter to 400. More
details on their cost estimates can be found in Ap-
pendix B. For LaVIT, we follow the sample con-
figuration provided,2 generating a 1024×1024 im-
age in about 12 seconds on a single NVIDIA RTX
A6000 GPU. Similarly, we use Emu2-Gen’s default
settings.3 Since it has 37 billion parameters, we run
its “bf16” variant on an NVIDIA H100 SXM from
the Lambda GPU provider. Image generation with
this setting takes about 8 seconds for zero-shot and
one-shot, and 13 seconds for five-shot. We encoun-
tered CUDA out-of-memory errors for 36 out of
5k captions during five-shot image generation with
Emu2-Gen, so we limited the prompt to the first
four pairs in those cases.

For each task, we report the most commonly

2https://github.com/jy0205/LaVIT/blob/main/LaVIT/
text2image_synthesis.ipynb

3https://github.com/baaivision/Emu/tree/main/
Emu2#emu2-gen
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k
BLEU-

1 2 3 4
CIDEr ROUGE SPICE

(1a) CLIP-SF 1 88.5 84.2 81.5 79.9 215.3 83.2 37.6

(1b) BLIP-FF 1 89.4 84.6 81.5 79.5 218.2 83.9 37.6

(2) LLaVA 0 58.0 39.9 27.0 18.0 64.3 42.2 17.1

(2a) CLIP-SF + 1 80.1 70.7 63.9 59.0 162.9 70.3 31.1
LLaVA 5 75.1 61.7 50.7 42.4 128.9 60.6 24.8

(2b) BLIP-FF + 1 81.0 71.5 64.5 59.4 166.9 71.1 31.1
LLaVA 5 75.5 61.9 50.7 42.2 129.0 60.6 25.0

(2c) Random + 1 62.6 45.7 32.7 23.1 79.2 47.5 16.9
LLaVA 5 46.1 27.6 16.1 9.9 27.9 36.1 7.0

(3) Gemini-P 0 45.1 29.5 19.4 12.8 43.8 30.4 11.8

(3a) CLIP-SF + 1 64.6 47.4 34.9 26.1 83.3 47.9 20.2
Gemini-P 5 69.4 52.4 38.9 28.6 96.4 51.6 21.7

(3b) BLIP-FF + 1 64.3 47.1 34.4 25.4 83.4 48.2 20.2
Gemini-P 5 69.9 53.1 39.6 29.4 94.4 49.9 21.0

(3c) Random + 1 64.0 45.9 32.1 22.2 79.4 46.6 18.3
Gemini-P 5 69.0 51.1 36.8 25.9 92.4 50.7 20.5

(4) GPT-4o 0 59.6 40.1 26.4 17.0 68.3 44.9 18.5

(4a) CLIP-SF + 1 56.6 39.0 26.8 18.7 63.3 45.5 17.7
GPT-4o 5 65.4 48.4 35.2 25.7 87.5 50.3 20.5

(4b) BLIP-FF + 1 57.9 40.3 28.0 19.8 67.1 46.6 18.7
GPT-4o 5 66.4 49.2 36.1 26.3 90.4 51.0 21.1

(4c) Random + 1 60.2 42.0 28.6 19.2 72.5 46.5 18.7
GPT-4o 5 55.8 38.2 26.1 17.9 61.1 42.2 14.5

Table 3: Caption generation with LLaVA, Gemini-Pro
and GPT-4o models on the MSCOCO dataset using
UniIR’s CLIP-SF and BLIP-FF as retrievers. Column
k ∈ {0, 1, 5} shows the number of few-shot examples
in each run.

used metrics: For caption generation, we in-
clude n-gram based metrics, BLEU(1-4) (Pap-
ineni et al., 2002), CIDEr (Vedantam et al., 2015),
and ROUGE (Lin, 2004), as well as the scene-
graph-based metric, SPICE. For image generation,
we report FID to measure image fidelity, CLIP
Score (Hessel et al., 2021) for alignment with the
caption prompt, and Inspection Score (IS) (Sali-
mans et al., 2016) for overall quality. Appendix D
explains these metrics in more detail.

5 Evaluation Results and Analysis

Tables 3 to 6 present results for caption and image
generation tasks on MSCOCO and Fashion200k
datasets. Rows 1* from each table measure the
effectiveness of CLIP-SF and BLIP-FF retrievers.
They reflect how well the generator models per-
form if they return the image or caption from the
first retrieved example as is. To ensure an equal
number of images and captions for evaluation, we
report retrievers’ effectiveness using only their top
retrieved image-text pair (k = 1) for each query.

CLIP-SF and BLIP-FF confuse candidate modal-
ities for up to 7% and 25% of MSCOCO queries, re-
spectively, meaning they may retrieve an image for

an image-to-text or a text for a text-to-image task.
In our evaluation, when a retrieved candidate has
the wrong modality, we use its complement with
the correct modality. Unlike the original UniIR re-
sults, which indicated CLIP-SF was more effective
for MSCOCO retrieval, this adjustment allows both
retrievers to perform similarly on this dataset. For
Fashion200k, our findings confirm UniIR’s results,
showing BLIP-FF is more effective.

The remaining rows in each table compare zero-
shot (k = 0) and few-shot (k > 0) results of gen-
erator models using CLIP-SF (*a), BLIP-FF (*b),
and random selection (*c) as retrievers for few-shot
generations. The behavior of CLIP-SF and BLIP-
FF retrievers in RAG applications matches their
standalone effectiveness (comparing rows *a and
*b in each table). On MSCOCO, both retrievers
continue to perform similarly, while BLIP-FF con-
sistently outperforms CLIP-SF on Fashion200k.

5.1 Caption Generation

Table 3 shows the caption generation results for the
LLaVA, Gemini-Pro and GPT-4o generator models
on the MSCOCO dataset. While several metrics
are reported in this table as a reference, we focus
on SPICE since all other metrics are primarily sen-
sitive to n-gram overlaps (Anderson et al., 2016).

As reported in table 3, augmenting relevant
image-caption pairs (k > 0) retrieved from the
previous stage, boosts the effectiveness of LVLMs
regardless of their baseline effectiveness, the num-
ber of in-context examples and the choice of re-
triever model. The baseline effectiveness (k = 0)
of LLaVA exceeds that of Gemini-Pro and GPT-
4o models (comparing rows 2-4). Even though all
models benefit from RA, this gap further widens
when only a single retrieved example (k = 1) is

k
BLEU-

1 2 3 4
CIDEr ROUGE SPICE

(1a) CLIP-SF 1 35.9 18.8 13.2 10.8 90.2 36.6 21.7

(1b) BLIP-FF 1 41.8 25.3 19.2 16.6 130.4 41.7 26.5

(2) LLaVA 0 9.7 2.5 0.5 0.0 6.7 14.0 10.0

(2a) CLIP-SF + 1 32.9 16.7 11.4 9.0 75.1 33.6 19.9
LLaVA 5 34.6 15.8 9.3 6.5 63.8 35.2 20.2

(2b) BLIP-FF + 1 38.9 22.8 16.7 14.0 111.1 38.5 24.1
LLaVA 5 39.2 20.3 13.2 10.0 86.7 39.2 23.1

(2c) Random + 1 22.8 6.3 1.6 0.6 22.3 23.4 12.2
LLaVA 5 11.9 2.6 0.8 0.3 8.0 12.6 4.8

Table 4: Caption generation with LLaVA on the Fash-
ion200k dataset using UniIR’s CLIP-SF and BLIP-FF
as retrievers. Column k ∈ {0, 1, 5} represents the num-
ber of few-shot examples for each experiment.
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k FID ↓ CLIP Score ↑ IS ↑ (SD)

(1a) CLIP-SF 1 5.88 29.99 22.19 (1.29)

(1b) BLIP-FF 1 7.01 29.97 22.77 (1.02)

(2) LaVIT 0 64.80 26.27 16.38 (1.27)

(2a) CLIP-SF + 1 23.39 30.42 24.11 (1.09)
LaVIT 5 24.14 31.09 24.52 (1.08)

(2b) BLIP-FF + 1 23.23 30.44 24.75 (1.25)
LaVIT 5 23.95 31.07 25.23 (1.10)

(2c) Random + 1 26.90 22.43 19.31 (0.90)
LaVIT 5 26.46 31.13 22.89 (1.35)

(3) Emu2-G 0 41.66 29.54 21.43 (0.73)

(3a) CLIP-SF + 1 30.99 30.02 23.51 (0.98)
Emu2-G 5 32.51 29.94 22.01 (1.02)

(3b) BLIP-FF + 1 31.37 30.04 23.27 (0.75)
Emu2-G 5 33.17 29.96 22.63 (1.84)

(3c) Random + 1 38.49 23.62 16.86 (1.03)
Emu2-G 5 53.92 23.74 11.51 (0.32)

Table 5: Image generation with LaVIT and Emu2-G
on the MSCOCO dataset using UniIR’s CLIP-SF and
BLIP-FF as retrievers. Column k ∈ {0, 1, 5} shows the
number of few-shot examples in each run. For Inception
Score (IS), its Standard Deviation (SD) is in parenthesis.

added to the prompts, making one-shot BLIP-FF
+ LLaVA the most effective setting and one-shot
CLIP-SF + LLaVA a very close runner up. Further
increasing the number of retrieved examples from
one to five helps the Gemini-P and GPT-4o models.
However, LLaVA with five retrieved examples is
less effective than LLaVA with a single example.

For both LLaVA and GPT-4, adding a single
randomly selected example to the prompt slightly
improves the generation quality compared to zero-
shot generation. However, increasing the number
of randomly selected examples to five degrades
the generators’ effectiveness to below their zero-
shot baselines. In contrast, for Gemini-Pro, ran-
dom few-shot examples significantly enhance the
quality of generated captions, although they are
still less effective than few-shot retrieved examples.
These trends show that UniRAG’s model-agnostic
effectiveness comes from only including the most
relevant examples in-context.

Table 4 shows the caption generation results for
the Fashion200k dataset. To reduce the cost of API
calls, we only report results for the LLaVA model
in this experiment. LLaVA performs poorly in zero-
shot scenarios due to its limited knowledge of the
domain-specific Fashion200k dataset. While ran-
domly selected few-shot examples can help LLaVA

k FID ↓ CLIP Score ↑ IS ↑ (SD)

(1a) CLIP-SF 1 13.53 26.72 4.48 (0.16)

(1b) BLIP-FF 1 13.06 27.07 4.28 (0.21)

(2) LaVIT 0 117.81 21.83 7.74 (0.58)

(2a) CLIP-SF + 1 36.80 28.00 4.74 (0.24)
LaVIT 5 30.16 27.55 4.44 (0.21)

(2b) BLIP-FF + 1 36.68 28.22 4.31 (0.16)
LaVIT 5 30.24 27.50 4.36 (0.36)

(2c) Random + 1 44.88 23.72 4.39 (0.27)
LaVIT 5 38.89 26.15 4.13 (0.18)

Table 6: Image generation with LaVIT on the Fash-
ion200k’s dataset using UniIR’s CLIP-SF and BLIP-FF
as retrievers. Column k ∈ {0, 1, 5} represents the num-
ber of few-shot examples for each experiment. For
Inception Score (IS), its Standard Deviation (SD) is re-
ported in parenthesis.

grasp the task intent and the required level of detail
for describing fashion products, the real improve-
ment occurs when relevant examples are included
in the prompts. Because many entities in the Fash-
ion200k dataset are quite similar, the generator
often repeats the in-context caption of a similar
image for its query image, leading to effectiveness
that is close to that of the baseline retriever models.
Please see Appendix E for sample visualizations.

5.2 Image Generation

Table 5 shows the image generation results for the
LaVIT and Emu2-Gen (denoted as Emu-G in the
table) generator models on the MSCOCO dataset.
As expected, both LaVIT with a 7b backbone LLM
and Emu2-Gen with a 33b backbone LLM learn
from in-context examples and generate better im-
ages when text-image pair examples are included
in the prompt. However, the amount of improve-
ment is different for each model and it varies across
different few-shot settings. While Emu2-G is more
effective zero-shot, LaVIT’s superior in-context
learning ability significantly improves its few-shot
generation and makes it the more effective model
in all few-shot settings.

Both models generate their best results with a sin-
gle most relevant RAG few-shot example (k = 1),
regardless of the retriever model. Further increas-
ing the number of RAG examples to k = 5 has a
negligible impact, modestly degrading the image fi-
delity in favor of slightly higher CLIP and/or Incep-
tion scores (IS). However, the two models behave
differently for random few-shot examples; while

2032



k FID ↓ CLIP Score ↑ IS ↑ (SD)

Caption 0 64.80 26.27 16.38 (1.27)
Set 1 1 23.39 30.42 24.11 (1.09)

5 24.14 31.09 24.52 (1.08)

Caption 0 64.46 26.08 15.83 (0.86)
Set 2 1 23.24 30.38 24.78 (1.97)

5 24.22 31.03 24.58 (0.75)

Table 7: Image generation with CLIP-SF + LaVIT on
two sets of 5k captions sampled from the MSCOCO
dataset. Column k ∈ {0, 1, 5} represents the number of
few-shot examples for each experiment.

LaVIT is still mostly effective with randomly se-
lected examples, Emu2-G seems to get confused by
too many random examples and its k = 5 random
results are much worse than its zero-shot baseline.

Table 6 presents the image generation results for
LaVIT on the Fashion200k dataset. As expected,
FID and CLIP Score show trends similar to those
in Table 3, with random and RAG examples incre-
mentally enhancing the fidelity of generated images
to the ground-truth (lower FID) and improving the
alignment of generated images with caption queries
(higher CLIP Score). However, the Inception Score
(IS) is highest in the zero-shot setting. This is due
to the low diversity of the Fashion200k dataset; gen-
erating more faithful images in this context leads to
lower diversity among the generated images, result-
ing in a lower IS. Another notable observation is
that, with RAG examples, LaVIT achieves a CLIP
Score higher than those of the retrievers. This sug-
gests that the generated images align better with
the caption queries than the images retrieved from
the dataset. Please see Appendix E for sample
visualizations.

5.3 Effect of Sampling

For each image in M-BEIR’s MSCOCO test set,
we have sampled a single caption (Set 1 Captions
in Table 7) as a query. To study the sensitivity to
sampling, we repeated the sampling process one
more time (Set 2 Captions in Table 7). The two
sample sets have only 1030 captions in common
but both of them cover all 5k distinct images in the
dataset. We used CLIP-SF + LaVIT in this ablation
study as the retriever-generator pipeline.

As shown in Table 7, FID and CLIP Score for
all k values are very similar between the two runs
with less than one percent difference. However,
the reported Inception Scores and their standard
deviations vary slightly more, but still within the

Baseline MSCOCO Fashion200k

CLIP-SF + Ground-truth 23.39 36.80
LaVIT Retrieved 25.49 37.13

BLIP-FF + Ground-truth 23.23 36.68
LaVIT Retrieved 25.17 36.34

Table 8: Comparison of FID measured in two modes: (a)
generated images vs. retrieved images and (b) generated
images vs. ground-truth. The images are generated by
LaVIT using one-shot examples retrieved by CLIP-SF
and BLIP-FF retrievers.

confidence interval of one another. We believe this
difference is related to the inherent uncertainty of
the metric when applied to small dataset sizes.

5.4 Datasets Comparison

As shown in Tables 4 and 6, smaller models per-
form poorly on the Fashion200k dataset in both
tasks under zero-shot settings, indicating their lim-
ited implicit knowledge of the fashion domain.
However, their strong reliance on in-context exam-
ples and significant improvement under few-shot
RAG settings demonstrate UniRAG’s effectiveness
in bridging this knowledge gap.

In contrast, for the MSCOCO dataset (Tables 3
and 5), where smaller models have more inherent
knowledge of common entities, the zero-shot ef-
fectiveness is greater and the impact of few-shot
RAG examples is less pronounced. While few-
shot RAG examples provide greater benefits for
the Fashion200k dataset, this does not imply that
the model merely replicates retrieved images in
the absence of pre-trained knowledge. As shown
in Table 8, the Fashion200k dataset exhibits a sig-
nificantly higher FID when comparing generated
images to the top-one retrieved image, indicating
that the model does not simply copy but instead
generates distinct outputs.

6 Conclusion

We introduced UniRAG as a model agnos-
tic retrieval augmentation technique for Vision-
Language (VL) tasks and evaluated it on image-
to-text and text-to-image tasks. We utilized the
LLaVA, Gemini-Pro, and GPT-4o models to gener-
ate captions for input images in zero-shot and few-
shot (with RAG) settings. Similarly, we employed
the LaVIT and Emu2-Gen models to generate im-
ages from input captions. In the RAG few-shot
setting, we leveraged UniIR’s CLIP-SF and BLIP-
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FF models to retrieve relevant image-text pairs and
included them as in-context examples. To further
showcase the effectiveness of RAG few-shot ex-
amples, we also compared them against randomly
selected few-shot examples.

Our experimental results on the MSCOCO
dataset from M-BEIR indicated that all models,
regardless of their zero-shot baseline effectiveness,
improved after being exposed to in-context exam-
ples. However, the best results were achieved only
when relevant retrieved examples were included in
the prompts, rather than random text-image pairs.
In fact, for the LLaVA, GPT-4o, and Emu2-Gen
models, adding five random examples decreased
generation quality below their zero-shot baselines.
In contrast, in the RAG few-shot setting, increas-
ing the number of examples from one to five either
improved generation quality (for Gemini-Pro and
GPT-4o) or had no effect (for LaVIT and Emu2-
Gen). For LLaVA, while adding more RAG in-
context examples reduced its effectiveness, it still
performed significantly better than both the zero-
shot and random few-shot prompts. Our experi-
ments on five LVLMs confirmed that UniRAG with
UniIR retrievers is a model-agnostic effective way
to improve the generation quality of pre-trained
LVLMs by retrieving relevant few-shot examples
at inference time.

To assess UniRAG’s effectiveness with uncom-
mon domain-specific entities, we evaluated it on
the Fashion200k dataset. Our results showed that
UniRAG is essential to improve generation quality
in scenarios where the generator model has limited
implicit knowledge about the entities.

7 Limitations

While we have open-sourced UniRAG, its usage
is still bound by the licenses and the usage agree-
ments of proprietary GPT-4o and Gemini-Pro mod-
els used for inference. Furthermore, one of our
open-source models LaVIT, is licensed under the
LaVIT Community License which requires specific
license requests for commercial use.

The primary goal of UniRAG is to enhance the
model’s knowledge of specific subject entities, en-
suring that retrieved information directly influences
the generated output—a common characteristic of
all RAG applications. While retrieving from a di-
verse database and incorporating multiple few-shot
examples can broaden this influence, this approach
may be less suitable for applications prioritizing

creativity or originality over generation accuracy.
Additionally, relevance is the only criterion used
while retrieving candidate pairs for in-context ex-
amples. Deploying this method in real-world appli-
cations requires ranking candidates based on facts,
potential harms, biases and other important fac-
tors for responsible AI, rather than solely relying
on relevance. The added latency and computation
cost of retrieval and inference with larger prompts
must also be considered for time- or cost-sensitive
applications.

This work uses the English-only MSCOCO and
Fashion200k datasets for evaluation and experi-
ments with retriever and generator models that
are primarily trained on English corpus. Thus,
the effectiveness of our proposed method for non-
English low-resource languages remains unex-
plored. Moreover, generating images of real people
necessitates extra caution and extensive auditing
due to significant privacy and security implications.
Finally, further research is required to assess the
generalizability of the retriever-guided generation
to out-of-domain retrieval. For instance, employing
an entity-centric evaluation dataset, which the re-
triever has not been trained on, could better demon-
strate the advantage of retrieval augmentation for
multi-modal inference.
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Appendix A Prompt Templates

This section shows the generic zero-shot and model-
specific few-shot prompt templates for the caption
generation task.

You are an intelligent helpful assistant AI that is an expert in
generating captions for provided images.
I have provided you an image. Generate the caption for this image
based on your understanding of the image.
Only respond with the caption; do not say any other words or explain.

Figure 2: Zero-shot prompting for caption generation.

{{merged images}}

You are an intelligent helpful assistant AI that is an expert in
generating captions for provided images.

I have provided you {image_num} images. The following {caption_num}
captions correspond to the first {caption_num} images.

{{captions}}

Generate the caption for the last remaining image based on your
understanding of the last image and provided image-caption examples.
Only respond with the caption; do not say any other words or explain.

Figure 3: Few-shot prompting for caption generation
with LlaVA.

I have provided you {num} image(s) and their corresponding caption(s)
as example(s) and one last image without a caption.

Generate the caption for the last remaining image based on your
understanding of the last image and provided image-caption examples.
Only respond with the caption string; do not say any other words or
explain.

{{image-caption-pairs}}

Figure 4: Few-shot prompting for caption generation
with Gemini-Pro.

You are an intelligent helpful assistant AI that is an expert in
generating captions for provided images.

{{image-caption-pairs}}

I have provided you {num} image(s) and their corresponding caption(s)
as example(s) and one last image without a caption.

Generate the caption for the last remaining image based on your
understanding of the last image and provided image-caption examples.
Only respond with the caption; do not say any other words or explain.

Figure 5: Few-shot prompting for caption generation
with GPT-4o.

Appendix B Proprietary Models Cost

We used OpenAI and Vertex APIs for generating
captions with GPT-4o and Gemini-Pro models, re-
spectively. Table 9 illustrates the API pricing infor-
mation for both models. Overall, for the evaluation
of the MSCOCO test set which includes 5k image-
text pairs, our average cost estimates per run are
approximately 45 USD for the GPT-4o model and

Model
Input Output

Text Image Text

GPT-4o $0.005 $0.015 $0.005
Gemini-Pro $0.000125 $0.0025∗ $0.000375

Table 9: Model API pricing per 1,000 tokens is listed
in USD. (∗) The cost for a Gemini API call with image
input is presented per image.

35 USD for the Gemini-Pro model. Image caption-
ing experiments in this paper cost about 560 USD
in total (seven runs for each model).

Appendix C Generation Visualization

This section shows a sample merged image for few-
shot caption generation with LLaVA.

(a) Random (b) CLIP-SF

Figure 6: A sample image merging for LLaVA prompts.
Few-shot images are vertically merged into the query-
image for (a) random and (b) CLIP-SF retrievers with
k = 1 examples.

Appendix D Reported Metrics

In our evaluations, we report commonly used
metrics for both tasks. For caption generation,
we use BLEU (1-4) (Papineni et al., 2002) and
ROUGE (Lin, 2004), which measure the preci-
sion and recall of n-grams in the generated cap-
tions compared to ground-truth captions. We also
employ CIDEr (Vedantam et al., 2015), which as-
sesses cosine similarity between n-gram vectors
from the generated and ground-truth captions, and
SPICE (Anderson et al., 2016), which compares the
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Image Query Top retrieved image-caption pair (k = 1)
Zero-shot CLIP-SF BLIP-FF Random

Prompt

-
Multicolor fine sandy blazer red. Red petite refined one button blazer. Dp curve black collared shirt dress.

LLaVA Effortless style in a vibrant red blazer. Red blazer with a white collar. Red blazer with a high neckline. Red blazer with black collar.

Table 10: Sample caption generation with LLaVA model on the Fashion200k dataset in zero-shot and one-shot
settings. The “Prompt” row shows the zero-shot image query as well as retrieved image-caption pairs from CLIP-SF,
BLIP-FF and random selection that are included in the prompt as in-context examples.

Caption Query Top retrieved image-caption pair (k = 1)
Zero-shot CLIP-SF BLIP-FF Random

Prompt

-

Black asymmetric overlay dress. Black sheer panel dress. Black asymmetric panel dress. Blue joanne cropped tailored trousers.

LaVIT

Table 11: Sample image generation with LaVIT on the Fashion200k dataset in zero-shot and one-shot settings. The
“Prompt” row shows the zero-shot caption query as well as retrieved image-caption pairs from CLIP-SF, BLIP-FF
and random selection that are included in the prompt as in-context examples.

semantic content of the generated and ground-truth
captions using scene-graph tuples.

For image generation, we use FID (Heusel et al.,
2017) to measure the KL divergence between
the feature vector distributions of generated and
ground-truth images; a lower FID indicates greater
similarity. Additionally, we calculate the CLIP
Score (Hessel et al., 2021), which measures cosine
similarity between CLIP’s visual and text embed-
dings for a generated image and its caption query.
Lastly, we include the Inception Score (IS) (Sali-
mans et al., 2016) and its Standard Deviation (SD)
as another quality indicator for generated images.

A higher IS indicates more diversity and confident
classification of the generated images. However, IS
provides a weaker signal compared to the other two
metrics for image generation, as it is less accurate
for small datasets.

Appendix E Fashion200k Dataset
Visualization

Tables 10 and 11 visualize sample caption and im-
age generation for the Fashion200k dataset.
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