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Abstract

The rapid spread of misinformation in the dig-
ital era presents critical challenges for fake
news detection, especially in low-resource lan-
guages like Malayalam, which lack the exten-
sive datasets and pre-trained models available
for widely spoken languages. This gap in re-
sources makes it harder to build robust systems
for combating misinformation, despite the sig-
nificant societal and political consequences it
can have. To address these challenges, we pro-
pose a transformer-based approach for Task 1
of the Fake News Detection in Dravidian Lan-
guages (DravidianLangTech@NAACL 2025),
which focuses on classifying Malayalam so-
cial media texts as either original or fake. Our
experiments involved a range of machine learn-
ing techniques, including Logistic Regression
(LR), Support Vector Machines (SVM), and
Decision Trees (DT), as well as deep learn-
ing architectures such as BiLSTM, BiLSTM-
LSTM, and BiLSTM-CNN. Additionally, we
explored transformer-based models, includ-
ing IndicBERT, MuRIL, XLM-RoBERTa, and
Malayalam BERT. Among these, Malayalam
BERT achieved the best performance, with a
macro F1-score of 0.892, securing us a rank of
3rd in the competition.

1 Introduction

Over the past several years, the proliferation of
online social media has significantly transformed
how individuals communicate, exchange informa-
tion, and keep up with current affairs (Olan et al.,
2024). Platforms such as Twitter, Facebook, and
YouTube have enabled users to exchange infor-
mation at an unprecedented scale (Sharif et al.,
2021a). However, this convenience comes with a
notable downside: a substantial portion of the in-
formation emerging on these platforms is false and,
in many cases, intentionally designed to mislead
users. Such content, commonly referred to as "fake

*Authors contributed equally to this work.

news," encompasses any false or misleading infor-
mation presented as original news (Melchior and
Oliveira, 2024). The instantaneous reach of social
media enables misinformation to spread rapidly,
influencing public opinion and causing significant
societal, organizational, and political repercussions.
While considerable research has been conducted
on fake news detection in high resource languages
like Spanish, English (Sharma and Singh, 2024;
Martínez-Gallego et al., 2021; Hu et al., 2024),
low-resource Dravidian languages like Malayalam
remain relatively underexplored. Malayalam, spo-
ken mainly in the southern Indian state of Ker-
ala (Thara and Poornachandran, 2022), presents
unique linguistic challenges, such as dialect varia-
tions, limited annotated datasets and the complex
morphology of the language. These aspects make
fake news detection in Malayalam a particularly
daunting task.

Existing attempts to address fake news in low-
resource languages like Malayalam are often con-
strained by limited datasets, noisy code-mixed data,
and the focus of state-of-the-art techniques on high-
resource languages. To overcome these limitations,
the shared task Fake News Detection in Dravidian
Languages(Subramanian et al., 2024), organized by
DravidianLangTech@NAACL 20251, introduces
Task 1 which focuses on classifying social media
texts and YouTube comments in Dravidian lan-
guages (Malayalam), as either fake or original.

As participants in this shared task, our work
makes the following notable contributions:

• Proposed a transformer-based model specifi-
cally designed to classify Malayalam news
content as "fake" and "original". This ap-
proach harnesses the capabilities of pre-
trained language models to effectively tackle
the challenges associated with processing

1https://codalab.lisn.upsaclay.fr/
competitions/20698
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Malayalam, a low-resource language, in di-
verse domains such as social media posts and
YouTube comments.

• Investigated a range of machine learning, deep
learning, and fine-tuned transformer-based ar-
chitectures to evaluate their effectiveness in
detecting fake news and to analyze errors for
deeper insights into the detection process.

The implementation of our proposed approach
has been made publicly available, and the source
code can be accessed on GitHub2.

2 Related Work

Numerous studies have been conducted on fake
news detection, primarily focusing on high-
resource languages like English, while paying less
attention to low-resource languages like Malay-
alam. Sharma and Singh (2024) pAhuja and Ku-
mar (2023) proposed Mul-FaD, an attention-based
model for fake news detection tested on English,
German, and French news articles. The dataset,
comprising 43,488 articles, was created by com-
bining English datasets and translating parts into
French and German. Mul-FaD achieved the best
performance with 93.73% accuracy and an F1
score of 92.9, outperforming baseline models for
multilingual fake news detection. Othman et al.
(2024) explored Arabic fake news detection us-
ing hybrid models combining Arabic pre-trained
BERT models (AraBERT, GigaBERT, MARBERT)
with CNNs, with AraBERT-2D-CNN achieving the
best F1-scores on Arabic datasets ANS (0.6188),
Ara-News (0.7837), and Covid19Fakes (0.8009).
Rahman et al. (2022) used the BFNC dataset for
fake news detection, with XLM-R achieving the
best performance, attaining an F1-score of 98%
on the test data. Osama et al. (2024) performed
the DravidianLangTech@EACL2024 shared task,
tackling fake news detection in Malayalam using
machine learning, deep learning, and transformer
models. Their best model, m-BERT, achieved a
macro F1-score of 0.85, ranking 4th and demon-
strating its effectiveness in combating misinforma-
tion. Rahman et al. (2024) presented the shared
task "Fake News Detection in Dravidian Languages
- DravidianLangTech@EACL 2024," focusing on
identifying fake and original news in Malayalam

2https://github.com/DolaChakraborty12/Fake_
News_Detection_Dravidian_Language

social media. Their teams employed diverse strate-
gies, from machine learning to transformer mod-
els. Malayalam-BERT achieved the best perfor-
mance with a macro F1-score of 0.88, securing
1st place. Farsi et al. (2024) conducted the Dra-
vidianLangTech@EACL2024 shared task focused
on detecting fake news in Malayalam. Task 1 in-
volved binary classification (fake or not), and Task
2 was multi-classclassification (five levels). Us-
ing machine learning, deep learning, and trans-
former models, they fine-tuned MuRIL, achieving
F1-scores of 0.86 (Task 1) and 0.5191 (Task 2),
securing 3rd place in Task 1 and 1st place in Task
2. Bala and Krishnamurthy (2023) implemented the
MuRIL base variant model and achieved a notable
F1-score of 87% for Malayalam code-mixed text.
Balaji et al. (2023) proposed transformer models
such as M-BERT, ALBERT, BERT, and XLNET.
M-BERT outperformed competitors with a robust
F1-score of 0.74, surpassing XLNET and ALBERT,
which achieved accuracy scores of 0.71 and 0.66,
respectively. Sharif et al. (2021b) presented a
detailed description of a system developed for de-
tecting COVID-19 fake news in English (Task-A)
and hostile post detection in Hindi (Task-B) us-
ing SVM, CNN, BiLSTM, and CNN+BiLSTM
with TF-IDF and Word2Vec embeddings. Their
system achieved notable results, with the highest
weighted F1 score of 94.39% in Task-A and 86.03%
coarse-grained and 50.98% fine-grained F1 scores
in Task-B. Shyam and Poornachandran (2021) in-
vestigated a dataset of Malayalam-English code-
mixed text from YouTube comments, evaluating
models like Camem-BERT, Distil-BERT, ELEC-
TRA, and XLM-R, with ELECTRA achieving an
outstanding F1-score of 99.33%.

3 Task and Dataset Description:

This shared task (Subramanian et al., 2025) focuses
on detecting fake news in the Dravidian language
Malayalam. Task 1 requires classifying social me-
dia texts as either original or fake. The dataset (De-
vika et al., 2024; Subramanian et al., 2025, 2024,
2023), provided by the organizers, was curated
from various social media platforms, including
Twitter and Facebook. Table 1 illustrates the distri-
bution of the dataset, which is fairly balanced. The
training dataset consists of 1,658 original and 1,599
fake samples. Similarly, the validation dataset con-
tains 409 original and 406 fake samples, while the
test dataset includes 512 original and 507 fake sam-
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ples.

Classes Train Valid Test TW
Original 1658 409 512 21626
Fake 1599 406 507 35629
Total 3257 815 1019 57255

Table 1: Dataset Statistics for Train, Validation, and
Test Sets. (TW denotes total words)

4 Methodology

We have implemented various ML, DL, and
transformer-based approaches with hyperparam-
eters fine-tuned to find out the best model for this
task. Figure 1 depicts a schematic process in de-
tecting fake news, illustrating each major phase.

Figure 1: Schematic process of fake news detection.

4.1 Data Preprocessing
To ensure effective training and evaluation of our
models, we have implemented an extensive data
preprocessing pipeline. The pipeline ensured con-
sistency and clarity in the datasets. The process in-
volved removing punctuation, emojis, special char-
acters, numerical text, and URLs to clean the data.
HTML tags were eliminated to retain plain text,
and frequent stopwords in both Malayalam and
English were filtered out using the Malaya NLP
library. Additionally, code-mixed text was stan-
dardized by transliterating it into Malayalam using

AI4Bharat’s transliteration engine. This stream-
lined preprocessing resulted in a refined dataset
suitable for effective model training and evalua-
tion.

4.2 Feature Extraction
Before passing text as input to machine learning,
deep learning, and transformer-based models, it
was first converted into a numerical format. For
feature extraction, we used TF-IDF, GloVe, and
Keras. TF-IDF assigns weights based on word fre-
quency, with a vocabulary size of 10,000. GloVe
provides pre-trained embeddings with an embed-
ding matrix shape of (10,000, 100). The Keras em-
bedding layer has an input dimension of 10,000 and
an output dimension of 128, converting tokenized
text into numerical sequences. This approach com-
bines both statistical and semantic representations
of text.

4.3 Machine Learning Models
For this task, we explored three machine learning
models: Logistic Regression, Decision Trees, and
Support Vector Machines (SVM). TF-IDF was em-
ployed for feature extraction. The Logistic Regres-
sion model utilized a regularization value of 0.01
to mitigate overfitting. The Decision Tree model
was configured with a maximum depth of 10, while
the SVM model employed a linear kernel for linear
classification. Table 2 presents the hyperparameter
of the machine learning based models.

Hyperparameter Value
Max Depth (Decision Tree) 10
Regularization (Logistic Regression) 0.01
random state 42
Maximum Iterations 1000
class weight balanced
Kernel (SVM) linear

Table 2: Hyperparameters for machine learning models

4.4 Deep Learning Models
We utilized three deep learning models: BiLSTM,
LSTM + BiLSTM, and CNN + BiLSTM, each
starting with an embedding layer to process the
input text.

• BiLSTM Model: This model employed a
Bidirectional LSTM layer with 64 units to
capture contextual patterns in both forward
and backward directions. Dropout layers with
rates of 0.8 and 0.5 were added to minimize
overfitting.
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• LSTM + BiLSTM Model: An additional
LSTM layer with 64 units (returning se-
quences) was introduced before the BiLSTM
layer. Dropout layers were included along-
side an L2-regularized dense layer to enhance
generalization. Dropout layer rates is 0.8 and
0.5.

• CNN + BiLSTM Model: This model com-
bined a Conv1D layer with 128 filters and a
kernel size of 5, followed by a MaxPooling1D
layer for feature extraction, before passing the
output to a BiLSTM layer with 64 units. To
address overfitting, higher dropout rates of 0.9
and 0.8 were applied.

Table 3 presents the hyperparameters of deep learn-
ing based models.

Hyperparameter Value
Optimizer Adam
Learning Rate 2e-5
Epoch 10
Loss Function Binary Cross-Entropy
Dropout (BiLSTM, LSTM+BiLSTM) 0.8, 0.5
Dropout (CNN + BiLSTM) 0.9, 0.8
Batch Size (BiLSTM, LSTM + BiLSTM) 16
Batch Size (CNN + BiLSTM) 32

Table 3: Hyperparameters for deep learning-based mod-
els

4.5 Transformer Models
Transformers have garnered significant attention in
recent years due to their exceptional performance
across various NLP tasks. For this task, we ex-
plored five pre-trained transformer-based models
and fine-tuned them on our dataset to evaluate their
effectiveness in this domain:

• MURIL: A multilingual model pre-trained on
17 Indian languages and English. It was fine-
tuned with a batch size of 16, a learning rate of
1e-5, a sequence length of 60, and trained for
12 epochs. MURIL has proven to be highly
efficient in multilingual tasks.

• IndicBERT: Pre-trained on 12 Indic languages
along with English. It was fine-tuned with
a batch size of 16, a learning rate of 2e-5,
a sequence length of 60, and trained for 10
epochs.

• XLM-RoBERTa: Fine-tuned using the same
hyperparameters as IndicBERT, but trained
for 15 epochs.

• Malayalam-BERT: Specifically pre-trained
on Malayalam text, tailored for tasks in the
Malayalam language.

• Malayalam Sentence-BERT: Fine-tuned for
sentence-pair tasks, optimized for Malayalam
sentence-level tasks.

Table 4 presents the hyperparameters of the
transformer models which are optimized through
extensive experimentation.

Hyperparameter Value
Optimizer AdamW
Learning Rate 2e-5
Batch Size 16
Max Length 128
Epochs 15

Table 4: Hyperparameter setup for transformer-based
models

5 Result Analysis

Table 5 illustrates the performance of the various
ML, DL, and transformer-based models explored
on the test dataset. The model’s performance was
evaluated using the macro F1-score. Transformer-
based models, particularly Malayalam BERT, out-
performed both ML and DL models, achieving the
highest macro F1 score of 0.892. Among DL mod-
els, BiLSTM had the best score of 0.782, while
the LR model led the ML models with a score of
0.5267. Overall, DL models performed better than
ML models, but transformer-based models deliv-
ered superior performance overall.

5.1 Error Analysis

The performance of the best performed model is
further investigated for in depth understanding of
its behaviors using quantitative and qualitative error
analysis.

5.1.1 Quantitative Analysis
Figure 2 presents the confusion matrix of the best-
performing model, Malayalam BERT. A detailed
quantitative error analysis of the fine-tuned Malay-
alam BERT model is performed based on the confu-
sion matrix. It is evident from the confusion matrix
that, out of 1,019 samples, 889 are correctly pre-
dicted. The model misclassifies 93 original samples
as fake and 37 fake samples as original.
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Model P R F1
LR 0.75 0.75 0.75
SVM 0.76 0.76 0.76
DT 0.72 0.63 0.59
LSTM + BiLSTM(K) 0.80 0.80 0.80
BiLSTM(K) 0.80 0.80 0.80
CNN + BiLSTM(K) 0.81 0.81 0.81
LSTM + BiLSTM(G) 0.70 0.65 0.63
BiLSTM(G) 0.71 0.65 0.63
Malayalam BERT 0.88 0.88 0.89
IndicBERT 0.85 0.85 0.85
MuRIL 0.85 0.84 0.84
XLM-R 0.85 0.84 0.84
Malayalam S-BERT 0.86 0.86 0.86

Table 5: Performance of various ML, DL, Transformer-
based models on the test set. P (Precision), R (Recall),
F1 (macro F1-score)

Figure 2: Confusion matrix of Malayalam BERT

5.1.2 Qualitative Analysis

A comparison of actual labels and predicted labels
for a particular text is illustrated in Figure 3. The
first two samples are incorrectly predicted as origi-
nal, even though they are fake. However, the next
three samples are predicted correctly as their ac-
tual classes.The misclassifications likely occur due
to the linguistic complexity of Malayalam, includ-
ing its rich morphology and syntactic structures,
which pose challenges for the model in capturing
subtle semantic differences. Although Malayalam
BERT performs exceptionally well for the Malay-
alam language, fake news often imitates the style
and tone of genuine news, making it challenging
for the model to distinguish between the two.

Figure 3: A few examples of predicted outputs by the
Malayalam BERT

6 Conclusion

This paper evaluates the performance of various
machine learning, deep learning, and transformer-
based models for detecting fake news in Malay-
alam. While deep learning techniques such as
LSTM + BiLSTM, BiLSTM, and CNN + BiL-
STM demonstrated strong results, traditional ma-
chine learning methods struggled to effectively cap-
ture the intricate semantic relationships inherent in
the Malayalam language. Among all approaches,
Malayalam BERT achieved the best performance,
with an F1-score of 0.892, by effectively capturing
the language’s unique nuances. Future research
could focus on enhancing this work by utilizing
larger datasets, leveraging ensemble transformer
models, and exploring other advanced large lan-
guage models.

Limitations

Our current work posses some limitations. Some
limitations of our work are: i) Malayalam BERT
has token limitation, causing truncation of long
news articles and potential loss of crucial infor-
mation. ii) Our task only analyzes text, making it
ineffective against misinformation spread via im-
ages, memes, or misleading visuals. iii) Due to
the small dataset size, the model may struggle to
generalize well to diverse fake news patterns.
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