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Abstract

Fake news detection is a critical problem in
today’s digital age, aiming to classify inten-
tionally misleading or fabricated news content.
In this study, we present a transformer- and
LLM-based ensemble method to address the
challenges in fake news detection. We ex-
plored various machine learning (ML), deep
learning (DL), transformer, and LLM-based
approaches on a Malayalam fake news detec-
tion dataset. Our findings highlight the diffi-
culties faced by traditional ML and DL meth-
ods in accurately detecting fake news, while
transformer- and LLM-based ensemble meth-
ods demonstrate significant improvements in
performance. The ensemble method combining
Sarvam-1, Malayalam-BERT, and XLM-R out-
performed all other approaches, achieving an
F1-score of 89.30% on the given dataset. This
accomplishment, which contributed to secur-
ing 2" place in the shared task at Dravidian-
LangTech 2025, underscores the importance of
developing effective methods for detecting fake
news in Dravidian languages.

1 Introduction

The term fake news describes false or misleading
material presented as fact, often shared to deceive
and manipulate public opinion. With the rise of
social media platforms, the fabrication and rapid
spread of fake news have reached unprecedented
levels due to the ease of sharing information and
the lack of stringent verification processes (Shahi
et al., 2021). This phenomenon has significant con-
sequences, including societal division, misinforma-
tion, and loss of trust in reliable sources. Fake news
can cause serious social, political, and economic
issues, including swaying public opinion, upsetting
democratic processes, and making it more difficult
to handle crises during important occasions like
elections or medical crises (Kaliyar et al., 2021).
Addressing this issue requires robust approaches to

differentiate facts from false narratives, especially
in linguistically diverse regions.

Despite significant advancements in detecting
fake news across high-resource languages like En-
glish, Spanish, and Arabic (Zhou et al., 2023), low-
resource languages like Malayalam remain under-
explored due to limited datasets and linguistic re-
sources (Thara and Poornachandran, 2022). Malay-
alam presents unique challenges due to its rich lin-
guistic features, including dialects and idiomatic ex-
pressions, making it difficult to process and analyze
(Coelho et al., 2023). The rise of code-mixed text,
where users mix multiple languages and scripts, fur-
ther complicates traditional monolingual fake news
detection systems (Hegde et al., 2022). This shared
task focuses on creating effective approaches for
identifying and classifying fake news in Malay-
alam, emphasizing low-resource and code-mixed
scenarios. As a participant in this shared task, our
contribution can be summarized as follows:

* Proposed an ensemble approach leveraging
two transformer-based models (Malayalam-
BERT and XILM-R) and an LLM (sarvam-1)
for effective fake news detection in Malay-
alam.

Conducted a comprehensive evaluation of
various ML models (LR, MNB, SVM,
XGBoost), DL models (CNN, LSTM,
CNN+BiLSTM), Transformer-based models
(Malayalam-BERT, XLM-R, mBERT, Dis-
tiIBERT), and LLM models (Gemma-2-2b,
Llama-3.2-3B, Projectlndus, sarvam-1) to
identify an optimal approach for fake news
detection in Malayalam.

2 Related Work

In recent years, a great deal of study has been
prompted by the growing ubiquity of fake news
across platforms and languages. Coelho et al.
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(2023) investigated machine learning models for
Dravidian language fake news identification where
they trained an ensemble model combining MNB,
LR and SVM using TF-IDF of word unigrams
that achieved a macro F1-score of 0.83 and third
place in the task at DravidianLangTech@RANLP
2023. By utilizing the XLM-RoBERTa base
model, renowned for multilingual capabilities, Raja
et al. (2023) presented an innovative method that
achieved a remarkable macro-averaged F1-score
of 87%. Meanwhile, Sujan et al. (2023) employed
a multimodal approach by concatenating features
from LSTM networks for textual data and VGG16
for image data, achieving a macro F1-score of 0.67.
Similarly, Farsi et al. (2024) presented a fine-tuned
MuRIL model leveraging parameter tuning that
achieved F1-scores of 0.86 and 0.5191 in tasks 1
and 2, respectively, securing 3rd place in task 1 and
1st place in task 2 in DravidianLangTech shared
task. In a different research, Devika et al. (2024)
curated a dataset specifically for Malayalam fake
news detection, achieving an F1-score of 0.3393
with LR trained on LaBSE features while emphasiz-
ing the need to address data imbalance. Osama et al.
(2024) also contributed to the DravidianLangTech
shared task. Their experiments with ML, DL, and
transformer-based models revealed that m-BERT
achieved the highest macro F1 score of 0.85, se-
curing 4th place in the shared task. Furthermore,
Shohan et al. (2024) proposed an intelligent text
checkworthiness technique, achieving F1-scores
of 75.82% in English (RoBERTa), 52.55% in Ara-
bic (Dehate-BERT), and 58.42% in Dutch (Dutch-
BERT). As an instance of notable progress in fake
news detection, Kaliyar et al. (2021) presented
FakeBERT, which combines BERT with single-
layer CNNs, that detected bogus news in English
with an impressive 98.90% accuracy. In the context
of Arabic fake news detection, Othman et al. (2024)
introduced a hybrid model combining 2D-CNN and
AraBERT, with F1-scores of 0.6188, 0.7837, and
0.8009 on the ANS, Ara-News, and Covid19Fakes
datasets, respectively. Considering the current im-
provements, this study applies an ensemble method
to identify fake news in Dravidian languages.

3 Dataset and Task Description

Task 1 of the shared task competition on “Fake
News Detection in Dravidian Languages” (Subra-
manian et al., 2025, 2024, 2023) focuses on clas-
sifying social media posts, specifically YouTube

comments into two classes: fake and original in the
Malayalam language. The objective is to identify
whether a given text is containing misleading or au-
thentic information. The provided dataset (Devika
et al., 2024) for this task includes multilingual and
codemixed Malayalam data. The given dataset is
divided into three sets: train, dev, and test. Each
set of data has a nearly equal distribution of fake
and original content. Some additional information
about the dataset are provided in Table 1.

Set Class SC TW UW  Avg. Len

Train | original 1658 37229 17472 11
Fake 1599

Dev original 409 8760 5492 7
Fake 406

Test original 512 11266 6587 7
Fake 507

Table 1: Dataset distributions, with acronyms SC, TW,
UW, and Avg. Len representing sample count, total
words, unique words, and average length, respectively.

4 System Overview

This section outlines the methodology for the fake
news detection task, which combines traditional
machine learning, deep learning, transformer mod-
els, and large language models. The diagram of
the proposed approach is illustrated in Figure 1.
Detailed implementation and source code for this
system are accessible on GitHub'.

In the preprocessing phase, we applied essential
text-cleaning techniques such as emoji removal,
HTML tag removal, duplicate sample removal, etc.
For feature extraction, we used different methods
tailored to the type of model being employed. TF-
IDF (Takenobu, 1994) and the CountVectorizer
method was used extensively for ML models to
represent the importance of terms based on their
frequency across the documents. For DL models,
we employed GloVe embeddings (Pennington et al.,
2014), which capture the semantic relationships
and contextual meaning of words in the text.

4.1 Machine Learning Approaches

Several machine learning models such as SVM,
XGBoost, MNB, LR, and ensemble methods were
explored for the task. LR was used with the reg-
ularization parameter set to 0.1 and a maximum
of 50000 iterations. SVM was implemented us-
ing a linear kernel with a regularization parameter

Yhttps://github.com/R1FA7/
Fake-News-Detection-Malayalam
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Figure 1: Schematic process for fake news detection

C set to 0.8 and a gamma value of 1. MNB was
tested with an alpha value of 1.0, which controls
the smoothing of probabilities. Also, XGBoost was
implemented with eval metric mlogloss. Finally, an
ensemble model combining those was employed,
using a majority voting scheme for classification.

4.2 Deep Learning Approaches

For deep learning, we explored CNN, LSTM, BiL-
STM architectures to capture the intricate patterns
in the text data. A simple CNN was used, con-
sisting of one convolutional layer with 128 filters,
followed by GlobalMaxPooling for dimensionality
reduction and a dense layer for classification, op-
timized with Adam and binary cross-entropy loss.
LSTM networks were also used to capture sequen-
tial dependencies in the text, with a batch size of 64
and a single LSTM layer comprising 200 units. A
hybrid CNN and LSTM model was explored com-
bining CNN’s feature extraction and BiLSTM’s
(Schuster and Paliwal, 1997) bidirectional context
to improve performance.

4.3 Transformer Based Approaches

We leveraged several pre-trained transformer-based
models to address the fake news classification task
from Hugging Face (Wolf, 2020). These models
included m-BERT (Devlin et al., 2019), XLM-R
(Conneau et al., 2020), Distil-BERT (Sanh et al.,

2020), and Malayalam-BERT (Joshi, 2023) model.
As part of finetune, we concatenated the train and
dev set data first. This work randomly took 15%
for validation and the rest for training to maximize
the data available for training the data-hungry trans-
former models. Reserving 15% data for validation
allowed for hyperparameter tuning and model eval-
uation without significantly reducing the training
data. The text data was tokenized and padded to
a maximum sequence length of 90 tokens. The
models were trained using a learning rate of 3e >
, a batch size of 16, and a total of 10 epochs. The
performance was optimized based on the macro F1
score.

4.4 LLM Based Approaches

We also explored state-of-the-art Large Language
Models (LLMs) such as Gemma-2-2b (Team,
2024), ProjectIndus (Malhotra et al., 2024), sarvam-
1 2 and Llama-3.2-3B (Liu et al., 2024) to fur-
ther enhance the performance. To fine-tune these
models we combined the train and dev sets, ran-
domly kept 20% for validation, and used the rest for
training, along with various optimization strategies.
First, we leveraged 4-bit quantization to reduce the
model’s memory footprint without affecting its per-
formance. For model adaptation, we employed Pa-
rameter Efficient Fine-Tuning (PEFT), particularly
focusing on LoRA (Low-Rank Adaptation). LoRA
helps fine-tune large models with fewer parame-
ters, making the process more efficient by updating
only key attention layers and freezing other lay-
ers. This approach allows the model to adapt to
the task without extensive retraining. The LoRA
setup used a rank of 4, with a scaling factor (al-
pha) of 16 and a dropout of 0.15 ensuring that the
model’s performance improved without overfitting.
For the training process, we set the learning rate to
le~* utilizing the AdamW optimizer with a weight
decay of 0.01 and batch size 16 in 5 epochs. Addi-
tionally, a learning rate scheduler with a reduction
factor of 0.5 and patience of 2 epochs was applied
to maintain steady improvement.

4.5 Ensemble Approaches

In the ensemble approaches, we employed a ma-
jority voting scheme to combine the predictions of
multiple models in order to enhance the overall per-
formance. The majority voting technique works by
aggregating the predictions from different models

2https://huggingface.co/sarvamai/sarvam-1

500


https://huggingface.co/sarvamai/sarvam-1

and selecting the class that appears most frequently
as the final decision. This approach benefits from
the strengths of different models, increasing robust-
ness and accuracy. For our ensemble model, we ex-
perimented with different combinations of models
from various categories, such as Transformer-based
models and Large Language Models. Specifically,
we combined models like Malayalam-BERT, XLM-
R, mBERT and Distil-BERT from the transformer
category with sarvam-1 from the LLM category.
These models were selected based on their strong
individual performance, ensuring that each con-
tributed unique strengths to the ensemble.

5 Results and Analysis

The results in Table 2 reveal notable differences in
the performance of various ML, DL, Transformer,
and LLM models. In this study, we used the G-
mean score instead of precision and recall to ensure
balanced performance across both classes, avoiding
bias even in balanced datasets.

Among the ML models, the Ensemble methods
with countVectorizer features achieved the highest
macro F1-score of 77.11%, outperforming other
ML models. In DL, CNN with GloVe embed-
dings performed the best, achieving an F1-score of
61.00%, followed by CNN+BiLSTM at 61.00%.
However, these scores were significantly lower
than the top-performing ML models. Among the
transformer-based models, Malayalam-BERT out-
performed all other models with an Fl-score of
88.32%, surpassing XLM-R (86.36%) and mBERT
(85.27%) by a notable margin. Distil-BERT scored
an Fl-score of 84.00%. In the LLMs category,
sarvam-1 achieved the highest F1-score of 83.90%,
outperforming Google’s Gemma-2-2B (82.63%)
and Meta’s Llama-3.2-3B (83.27%) by a small
margin. Finally, our proposed model, an ensem-
ble of sarvam-1, Malayalam-BERT, and XLM-R,
achieved the highest performance with an F1-score
of 89.30%, which is 1.2% higher than the next best-
performing transformer (Malayalam-BERT), and
12.26% higher than the best ML model (Ensem-
ble+CV).

ML and DL models delivered lower scores com-
pared to Transformer and LLM models. Specifi-
cally, The score of DL was significantly lower than
ML which can be due to their struggle to generalize
well on smaller or limited datasets, leading to over-
fitting on the training data. Malayalam-BERT is a
BERT model trained on publicly available Malay-

ML Models

Classifier G-mean(%) F1(%) Ac(%)
SVM+TE-IDF 74.94 75.04  75.00
XGBoost+CV 74.50 73.25 74.00
MNB+CV 75.34 75.62  76.00
LR+CV 76.13 76.31 76.00
Ensemble+ CV 77.46 77.11 77.00
DL Models
Classifier G-mean(%) F1(%) Ac(%)
LSTM(GloVe) 56.92 60.00 63.00
CNN+ BiLSTM(GloVe) 57.71 61.00 64.00
CNN(GloVe) 58.15 61.00 64.00
Transformers
Classifier G-mean(%) F1(%) Ac(%)
XLM-R 86.49 86.36  86.00
mBERT 84.50 85.27 85.00
Distil-BERT 83.64 83.61 83.63
Malayalam-BERT 88.50 88.32 88.00
LLMs
Classifier G-mean(%) F1(%) Ac(%)
Gemma-2-2b 82.45 82.63 8251
Llama-3.2-3B 84.00 83.27 84.00
ProjectIndus 59.97 59.86  60.00
sarvam-1 83.98 83.90 84.00
Ensemble

Classifier G-mean(%) F1(%) Ac(%)
(mBERT + XLM-R + 88.12 88.10 88.10
Malayalam-BERT)

(Distil-BERT +XLM-R + 88.15 88.13 88.15
Malayalam-BERT)

(sarvam-1 + XLM-R + 89.48 89.30 89.40

Malayalam-BERT ) (Proposed)

Table 2: Performance of the different methods on the
test set

alam monolingual datasets, which excelled due
to its specialization in the Malayalam language.
LLM didn’t perform like the transformer-based
models possibly due to their less specialized na-
ture for this specific task or less fine-tuning due
to resource limitations. However, in our proposed
method, We chose the top two transformer models
(Malayalam-BERT and XLM-RoBERTa) and the
best LLM model (sarvam-1) for a majority voting
ensemble, as they showed the best individual per-
formance. This combination excels by combining
the complementary strengths of two transformers
and one LLM model, delivering superior perfor-
mance compared to other model ensembles.

5.1 Error Analysis

A comprehensive quantitative and qualitative error
analysis is conducted to provide detailed insights
into the proposed model’s performance.

Quantitative Analysis

Figure 2 presents a confusion matrix that classifies
text in the test set as either fake or original. The
figure indicates that out of 1019 test samples, 910
were correctly identified and 109 were incorrect
predictions. Figure 3 shows that the model was
trained on Fake sentences with an average length
of 14.51, while Original sentences had an average
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Figure 2: Confusion matrix of Ensemble model

length of 8.46. However, when the model encoun-
ters Fake sentences in the test set with an average
length of 7.77, it tends to misclassify them. This
discrepancy in sentence length suggests that the
model may be struggling with shorter Fake sen-
tences, leading to ambiguity and incorrect predic-
tions.

__Avg. Text Length for Fake Samples Avg. Text Length for Original Samples

—
v

=
o

14.50 4l 8.41

v

Average Text Length

Correct

Misclassified  Train Set
Category

Misclassified  Train Set Correct

Category

Figure 3: Classified and misclassified average length of
classes

Qualitative Analysis

Figure 4 presents some predicted outputs of the
developed model. In the first and third texts, the
model successfully predicted the class of the text.
On the other hand, it failed to do so in the second
and fourth texts. The proposed model, which is
fine-tuned in this work, is primarily trained on long
length fake data compared to fake data in test data.
This could be one of the reasons for this model’s
failure in some samples.

6 Conclusion

This study investigated the performance of several
LLM, transformer-based, DL, and ML models on
the Malayalam fake news detection dataset. The re-
sults demonstrate that the the ensemble model com-

Text Actual
Qllamo QUEESTUIUE 6D 83251 Ql@ke
(I will run when trouble comes)
MuBlo]la)] EHBWEMo 0D HEIARETI GIRE@D | Fake
(This communist country must be destroyed)
Corona ye jesus oddikkum Fake Fake
(Corona is Jesus’ Holy Spirit)
QUISMIIE agaoilmoem ?
(Why the vaccine?)

Predicted
Original

Original

Original

Original | Fake

Figure 4: Sample predictions made by the proposed
Ensemble model with actual and predicted label.

bining sarvamai/sarvam-1, Malayalam-BERT, and
XLM-RoBERTa reached the highest F1-score of
89.30%. This finding shows the effectiveness of the
transformer and LLM-based ensemble approach,
in successfully tackling the challenge of fake news
detection. Fine-tuning on shorter fake news sam-
ples, and exploring advanced preprocessing meth-
ods for code-mixed data could further boost the
performance in the future.

Limitations

Despite the effectiveness of our ensemble method,
several limitations remain. One major concern is
the reliance on transformer-based models and large
language models, which may not generalize well
to languages beyond Malayalam. Additionally, the
model’s performance was affected by the limited
training data, particularly with shorter fake news
samples, leading to misclassifications. Future work
can address these challenges by expanding the train-
ing dataset with more diverse and representative
samples, improving fine-tuning strategies, and ex-
ploring cross-lingual transfer learning to enhance
generalization across different languages. Integrat-
ing more advanced data augmentation techniques
and leveraging multimodal approaches may also
contribute to improved robustness and accuracy in
fake news detection.
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