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Abstract
In current research on automatic essay scoring,
related work tends to focus more on evaluating
the overall quality or a single trait of prompt1-
specific essays. However, when scoring es-
says in an educational context, it is essential
not only to consider the overall score but also
to provide feedback on various aspects of the
writing. This helps students clearly identify ar-
eas for improvement, enabling them to engage
in targeted practice. Although many methods
have been proposed to address the scoring is-
sue, they still suffer from insufficient learning
of trait representations and overlook the diver-
sity and correlations between trait scores in
the scoring process. To address this problem,
we propose a novel multi-trait essay scoring
method based on Trait-Aware Mix-of-Experts
Representation Learning. Our method obtains
trait-specific essay representations using a Mix-
of-Experts scoring architecture. Furthermore,
based on this scoring architecture, we propose
a diversified trait-expert method to learn dis-
tinguishable expert weights. And to facilitate
multi-trait scoring, we introduce two trait cor-
relation learning strategies that achieve learn-
ing the correlations among traits. Experimen-
tal results demonstrate the effectiveness of our
method, and compared to existing methods, it
achieves a further improvement in computa-
tional efficiency.

1 Introduction

Automated essay scoring (AES) is a significant
application of artificial intelligence technology in
the field of education. Especially when faced with
a large number of essays, an effective AES sys-
tem can provide students with timely feedback on
their writing and can effectively alleviate the work-
load of teachers. Traditional AES methods gen-
erally employ regression-based or classification-
based machine learning models, which are trained

*Corresponding author.
1The prompt refers to the writing theme of essays.

Figure 1: A summary of AES Tasks.

on textual features extracted from the target es-
says. With the evolution of deep learning, the
field of automated essay scoring has integrated ad-
vanced feature extraction techniques for scoring
(Taghipour and Ng, 2016; Dong and Zhang, 2016;
Dong et al., 2017), such as convolutional neural
networks (CNNs) (Cao et al., 2020) and long short-
term memory networks (LSTMs) (Uto et al., 2020).

In current AES research, an increasing number
of researchers are focusing on utilizing pre-trained
language models (Yang et al., 2020; Wang et al.,
2022; Xie et al., 2022) to evaluate the overall scores
of essays, achieving promising results. However,
pre-trained language models have not yet been thor-
oughly explored in the context of multi-trait auto-
mated scoring. Unlike holistic scoring methods
that assess essays based solely on overall quality,
multi-trait scoring tasks require evaluation from
multiple angles using diverse rubrics (Alikaniotis
et al., 2016; Kumar et al., 2022; Do et al., 2024).
When applying existing transformer-based AES
methods to multi-trait tasks, it necessitates dupli-
cating encoders for different traits, leading to inef-
ficiencies in both training and inference. This can
be illustrated in Figure 1.

Existing multi-trait scoring approaches (Ridley
et al., 2021; Kumar et al., 2022; Chen and Li, 2023;
Do et al., 2023b) typically employ holistic scoring
models (Dong et al., 2017), incorporating multi-
ple linear layers or separate trait-specific layers for
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different traits. These methods continue to utilize
deep neural networks such as CNNs and LSTMs
to obtain essay representations of different traits,
without leveraging the representational capabili-
ties of transformer-based language models (such as
BERT, RoBERTa). In this paper, we propose the
utilization of transformer-based language models
for the task of multi-trait essay scoring.

It is noted that using such language models for
multi-trait scoring task suffers from at least two
limitations. (1) For different traits, the corre-
sponding essay representations may exhibit sig-
nificant differences. Existing scoring methods
based on pre-trained language models typically first
obtain a document-level representation of the es-
say (such as the [CLS] output of the BERT model)
and then feed it into the scorer. However, when
scoring different traits, the essay representations
used for scoring should differ, so it is necessary to
ensure diversity in representation learning within
a multi-task framework. (2) A single evaluation
loss fails to capture the intrinsic relationships
among traits. Most existing research uses mean
squared error (MSE) as the loss function, but opti-
mizing with MSE loss overlooks the dependencies
between different traits. In fact, essay trait scores
are not independent of each other, but have a cer-
tain degree of inherent consistency. For example,
both Word Choice and Sentence Fluency can be
used to evaluate the writing quality of an essay
(Cross-Trait Collaboration Capability).

To address the aforementioned issues and limita-
tions, we introduce a novel multi-trait essay scoring
method based on Trait-Aware mix-of-experts repre-
sentation learning (T-MES). Specifically, to ensure
that each scorer can learn the specific knowledge
required for scoring in a multi-trait framework, T-
MES combines mixture-of-experts (MoE) repre-
sentation learning networks based on pre-trained
language models, with each network learning es-
say representations specific to a particular trait.
Additionally, to further enhance the diversity of
the learned essay representations and the intrin-
sic consistency of the scoring traits, we designed
two different learning strategies from different per-
spectives: (1) To promote multi-trait scoring and
improve the cross-trait collaboration capabilities
among different trait scoring tasks, we designed
two distinct regularization schemes for learning the
intrinsic relationships between different traits; (2)
To the diversification of scoring capabilities in the
MoE framework, we introduced scoring diversity

regularization, which diversify the outputs of dif-
ferent representation learning experts, allowing the
expert scorer to focus more on scoring the target
trait. To summarize, our contributions lie in the
following aspects:

• To alleviate the computational burden of pre-
trained language models in multi-trait scoring
tasks and enhance scoring efficiency, we pro-
pose a new multi-trait essay scoring method
that uses a mixture-of-experts approach to
learn diverse essay trait representations.

• To further enhance the diversity of learned
trait representations, we have designed a regu-
larization method that focuses on diversifying
scoring expert weights. Additionally, we in-
troduce two distinct regularization schemes
to capture the intrinsic relationships between
different traits, thereby improving the connec-
tions between various scoring tasks.

• Extensive experiments on the public datasets
show the superiority of our proposed method
over all baseline models.

2 Related Works

2.1 Automated Essay Scoring

Traditional automated essay scoring methods rely
on handcrafted features for evaluation. With the
advancement of deep learning, researchers have em-
ployed deep neural networks such as Long Short-
Term Memory (LSTM) and Convolutional Neural
Networks (CNN) for automated scoring, achiev-
ing performance that surpasses traditional methods
(Taghipour and Ng, 2016; Dong et al., 2017; Cozma
et al., 2018; Uto et al., 2020). These deep neural
networks can automatically learn and extract com-
plex features from essays, transforming AES into
an end-to-end task.

Recently, there has been increasing interest in ob-
taining essay representations from pre-trained lan-
guage models for the AES task (Cao et al., 2020;
Yang et al., 2020; Xie et al., 2022; Wang et al.,
2022; Boquio and Naval, 2024). However, cur-
rent methods based on these models primarily fo-
cus on holistic essay scoring, which predicts only
the overall score and has already achieved high
assessment performance. In contrast, multi-trait
scoring, which provides more detailed assessments,
still lags behind in quality (Kumar et al., 2022;
Do et al., 2024). Our method extends pre-trained
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Figure 2: The overall framework of proposed multi-trait scoring method. The left part shows our model framework,
where we learn trait-specific essay representations through a Mixture-of-Experts network model and employ various
learning strategies to achieve diversity and correlation learning of trait representations. The right part illustrates
the two regularization strategies we designed. Through trait representation correlation regularization, we bring
closer the essay trait representations that are correlated with each other. Through scoring diversity regularization,
we enhance the focus of trait experts on the target traits.

language models to the multi-trait scoring task by
utilizing a single encoder architecture to achieve
multi-attribute scoring of essays, thereby improv-
ing scoring efficiency. Unlike existing research
that obtains trait-specific essay representations by
stacking trait learning modules, we adopt a model
optimization approach to enhance scoring capabil-
ity more efficiently.

2.2 Mixture-of-Experts Models

Mixture-of-Experts (MoE) (Jain et al., 2024) is a
machine learning framework that uses multiple ex-
pert layers, each specialized in solving a specific
subtask. Originally designed to manage neural net-
work dynamics, MoE layers ensure that adding
more experts does not increase the computational
cost per token (Chi et al., 2022; Ye and Xu, 2023;
Hu et al., 2024; Zhang et al., 2024). The MoE
model consists of a series of expert networks and a
gating network. The outputs of the expert networks
are weighted by gating scores (or "gate values")
generated by the gating network before being com-
bined. In a multi-task framework, MoE differs
from general neural networks by training multiple
task-specific models (experts) separately based on
the data (Liu et al., 2023; Xie et al., 2024).

To the best of our knowledge, this is the first

attempt to explore the use of MoE architecture for
multi-trait essay scoring, aiming to better capture
the representations of different traits within essays.
Our trait-expert model can generate scores for all
traits simultaneously in a single forward pass, sig-
nificantly improving multi-task training efficiency
and facilitating cross-trait cooperative learning dur-
ing the model training process.

3 Method

Our method consists of two main components: 1)
a MoE-based multi-trait scorer for obtaining es-
say representations for different traits, and 2) pro-
posed training strategies for achieving more effec-
tive multi-trait scoring. The overview of our frame-
work is shown in Figure 2.

3.1 Task Definition

Given essay data E = {Ei}Ni=1 under a certain
prompt, where N is the number of essays. Each es-
say consists of an essay text x and a set of attribute
scores Y = {ym}Mm=1, where M is the number
of traits and y0 represents the overall score. The
model takes E as input and uses Y as the opti-
mization label for the scoring task. The task of
our approach is to train an AES model using E,
enabling it to evaluate all traits score of an essay.
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3.2 Trait Representation Learning via
Mixture of Experts

The proposed pipeline model is shown on the left
side of Figure 2. This multi-trait scoring framework
can be applied to any encoder-based pre-trained lan-
guage model, such as BERT (Devlin et al., 2019)
or RoBERTa (Liu, 2019). To capture the attention
of different trait experts on various essay token rep-
resentations, we use a gating mechanism for con-
trolled representation learning. This mechanism
helps each expert capture distinct trait knowledge
and learn distinguishable representations. Specifi-
cally, the pre-trained tokenizer splits the essay into
a token sequence T = [t1, t2, ..., tn], where ti is
the i-th token and n is the number of tokens in
the essay. By leveraging the text representation
capabilities of pre-trained models, we can obtain
contextual information to represent each token.

In multi-trait scoring tasks, essay representations
for each trait should be distinct. Existing methods
achieve this by stacking various network architec-
tures, such as CNNs and LSTMs (Kumar et al.,
2022; Do et al., 2023b; Cho et al., 2024). In con-
trast, our approach draws inspiration from the MoE
framework, which effectively learns task-specific
knowledge. Instead of using complex architectures,
we utilize parallel fully connected layers to create
trait-specific scoring experts. This setup enhances
the learning of specialized knowledge while reduc-
ing the number of expert parameters.

As illustrated in the figure, we use a gating mech-
anism to control how different token representa-
tions contribute to the scoring process for each trait
(depicted by different shades of red lines). The gat-
ing mechanism computes the contribution of each
expert for a given token representation. Given an
input token representation ti, the gating network
produces gating scores g for each of the n experts:

g = softmax(Wgti + bg) (1)

where Wg is the weight matrix of the gating net-
work, bg is the bias vector of the gating network.
Each expert Ei applies a linear transformation to
the input token representations, producing an out-
put fi. The combined output of the MoE layer
is computed by weighting the expert outputs with
the gating scores. Therefore, a learned trait rep-
resentation can be defined as: Fi =

∑n
i=1 gi · fi,

where fi is the output of the i-th expert, gi is the
gating score for expert Ei and Fi is learned i-th

trait representation.
This approach encourages trait-specific experts

to learn essay representations tailored to their re-
spective traits. From these experts, we obtain a
series of expert weights W = {w1, w2, . . . , wn}
and the corresponding trait representations of the
essay F = {F1, F2, . . . , Fn}.

Finally, each trait representation is fed into a
specific sigmoid dense layer to predict the corre-
sponding trait score. The corresponding equations
are as follows:

ŷk = Sigmoid(W k
y Fk + bky) (2)

where ŷk is the predicted score of the k-th trait,
W k

y is the trainable weight matrix, and bky is the
bias vector.

3.3 Joint Learning of Representation
Diversity and Trait Correlation

To further improve the representations learned by
each trait expert, increase their focus on specific
traits, and enhance the model’s ability to capture
intrinsic relationships between traits, we intro-
duce three regularization-based training strategies.
These strategies adjust the diversity of each expert’s
weights to sharpen their focus on their respective
traits and enhance the model’s ability to learn as-
sociations between different traits. This approach
fosters cross-trait collaboration among the various
trait scoring tasks.
Scoring diversity regularization. Firstly, to en-
sure that each trait scoring expert focuses more on
capturing the representation of its target trait and to
reduce interference from other traits during repre-
sentation learning, we propose a scoring diversity
regularization. This regularization aims to maxi-
mize the weight differences between the scoring
experts, encouraging them to learn unique repre-
sentations for each trait. Specifically, following
Liu et al. 2023 to increase the diversified experts,
we adopt the Minimum Hypersphere Separation
(MHS) method (Liu et al., 2021) to maximize the
separation distance between the weight vectors of
different trait experts.

max
{ŵ1,...,ŵm}∈Sd−1

{LMHS(Ŵ ) := min
i ̸=j

d(ŵi, ŵj)}

(3)

where LMHS(·) represents the separation distance
between each weight vector, and the weight matrix
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of the trait scoring experts W = [w1, w2, ..., wm]
is vectorized as ŵi =

wi
||wi||2 . This means that each

scoring expert’s weight matrix is vectorized and
then projected onto the unit hypersphere Sd−1 :=
{ŵ ∈ Rd, ||ŵ||2 = 1}, with d(·, ·) denoting the
shortest distance between two vertices. By maxi-
mizing the distance between the weights of differ-
ent experts, we promote the model to learn diverse
trait scoring information. In this paper, we define
the aforementioned process as scoring diversity
regularization LSD.
Trait representation correlation regularization.
Unlike holistic essay scoring, the multi-trait scoring
task involves a certain degree of intrinsic correla-
tion among different traits. Previous research on
multi-trait scoring has typically used MSE as the
sole optimization objective, overlooking the corre-
lations between traits (Ridley et al., 2021; Kumar
et al., 2022; Chen and Li, 2023). In the proposed
MoE scoring framework, however, different trait-
scoring experts learn representations that naturally
exhibit both correlations and mutual exclusivities.

To enhance cross-trait scoring ability between
different traits, we maximize the consistency be-
tween closely related traits while increasing the
dissimilarity between those with low intrinsic cor-
relations. Specifically, to quantify the correlation
between trait representations, we use cosine simi-
larity to construct a similarity matrix. Let Fi and
Fj represent the representations of traits i and j,
respectively. The cosine similarity between trait i
and trait j is defined as follows:

sim(Fi, Fj) =
F⊤
i Fj

||Fi||2||Fj ||2
(4)

Then we select positive and negative sample
pairs from the computed similarity matrix. Specifi-
cally, for each trait representation Fi, the positive
sample pair is the trait representation Fj with the
highest similarity, while the negative sample pair
is the trait representation Fk with the lowest sim-
ilarity. High similarity indicates that these trait
representations focus on consistent essay features
or content during trait learning.

Finally, we adopt a contrastive learning approach
that aims to maximize the similarity between posi-
tive sample pairs while minimizing the similarity
between negative sample pairs. The corresponding
regularizer is formulated as:

LRC = −1

2
log

∑
(i,j)∈P exp

(
sim(Fi,Fj)

τ

)
∑

(i,k)∈N exp
(

sim(Fi,Fk)
τ

)

(5)

where P and N represent the sets of positive and
negative sample pairs, respectively, and τ is the
temperature parameter. Intuitively, traits with sim-
ilar representations during training indicate that
their respective traits are correlated. By reducing
the distance between these similar representations,
we encourage greater interaction between corre-
lated traits. Thus, we introduce contrastive regular-
ization to enhance both the correlation and diversity
of trait representations, which in turn improves the
model’s multi-trait scoring capabilities.
Trait correlation loss. To further learn the correla-
tions between different traits, we introduce a trait
correlation (TC) loss. Specifically, inspired by Do
et al. 2023a, we calculate the correlation between
ground-truth trait vectors as a control threshold for
similarity loss computation, aiming for the model
to learn in a direction that increases the consistency
of the distribution of predicted trait score vectors.
The TC loss (LTC) is defined as follows:

LTC(y, ŷ) =
1

c

M∑
j=1

M∑
k=j+1

TC(ŷj , ŷk, yj , yk) (6)

where yj = [y1j , y2j , ..., yNj ] is j-th ground-truth
trait vector, ŷj = [ŷ1j , ŷ2j , ..., ŷNj ] is predicted
trait vector. We use the Pearson correlation coef-
ficient (PCC, P ) to calculate the correlations be-
tween different trait scores, and by setting a thresh-
old, we identify the trait relationships with strong
correlations in the essays.

TC =

{
1− cos(ŷj , ŷk), if P (yj , yk) ≥ δ

0, otherwise
(7)

where cos denotes the cosine similarity, δ is the
threshold and c is the number of calculated TC that
is not 0. Unlike the work of Do et al. 2023a, which
focuses on reflecting the similarity between traits
and overlooks the correlation between trait scores
and the overall score, we consider that the distribu-
tion of trait scores can help evaluate overall quality.
Finally, the overall loss function LFinal is the sum-
mation of the ground truth MSE loss LMSE , TC
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loss LTC , representation correlation regularization
LRC and scoring diversity regularization LSD:

LFinal = λLMSE + (1− λ)LTC + αLRC + βLSD

(8)

λ, α,and β are hyperparameters which control
the importance of the corresponding regularization
terms. The MSE loss is calculated as follows:

LMSE(y, ŷ) =
1

NM

N∑
i=1

M∑
j=1

(yij − ŷij)
2 (9)

where M represents the number of traits for N
essays, y is ground truth and ŷ is the prediction.

4 Experiments

4.1 Dataset and Evaluation Metric
Dataset. We utilize the Automated Student As-
sessment Prize (ASAP) and ASAP++ (Mathias and
Bhattacharyya, 2018), which has been widely used
for AES (Kumar et al., 2022; Xie et al., 2022). The
dataset contains eight sets of essays, each of which
belongs to a different essay prompt. The statistics
are provided in Appendix A.
Evaluation metric. To evaluate the performance of
our method, we use the widely adopted Quadratic
Weighted Kappa (QWK) metric (Cohen, 1968),
which measures the level of agreement between
the human and predicted scores.

4.2 Baselines
The details of baseline models are as follows:

STL-LSTM (Dong et al., 2017): This model
applies a CNN, LSTM and attention to get the final
essay representation for scoring. HISK (Cozma
et al., 2018): This model is a histogram intersec-
tion string kernel with a support vector regressor.
BERT (Devlin et al., 2019): The pre-trained lan-
guage model has shown great performance on many
NLP tasks, including AES task. MTL-BiLSTM
(Kumar et al., 2022): Based on CNN-LSTM ar-
chitecture (Dong et al., 2017), this method uses
multi-task learning where auxiliary multi-trait scor-
ing tasks aid holistic scoring. DualTrans (Cho
et al., 2024): Like MTL-BiLSTM, this transformer-
based scoring method also uses multi-task learning,
where auxiliary multi-trait scoring tasks aid holistic
scoring. Note that HISK, STL-LSTM, and BERT
are each applied individually for trait scoring.

4.3 Training Details

We trained a total of 50 epochs, and the one with
the highest average QWK score for all traits in
the validation set was selected for testing. We use
RoBERTabase as the pre-trained language model
to obtain the token representations. For tokeniza-
tion and vocabulary, we all use the preprocessing
tools provided by the RoBERTa model. For the lim-
itation of our GPU memory (a Geforce RTX4090
GPUcard is used.), we set the max length of the
essay is 512 words and the batchsize is 32. In addi-
tion, we normalize all relative scores to the range
of [0, 1] during training and the scores are rescaled
back to the original score range for evaluation. Fol-
lowing previous work (Kumar et al., 2022), we
conduct the evaluation in prompt-specific condi-
tion. More details are provided in Appendix B.

5 Results and Discussion

5.1 Experiments Results

The comparison results clearly show that T-MES
outperforms the baseline methods for all prompts
(Table 1) and most of traits (Table 2). In our experi-
ments, we compared our approach with single-task
methods (HISK, STL-LSTM, and BERT), which
were individually applied for each trait scoring.
Compared to these methods, our approach demon-
strates significant advantages in multi-trait scoring.
Compared to the BERT model, T-MES improves
the average QWK by nearly 2%, and it does not
require retraining a new model for predicting a trait
score. Although different pre-trained models are
used, in the following experiments, we also employ
BERT as the pre-trained encoder combined with
the MoE framework and the proposed optimization
strategies to achieve multi-trait scoring. The results
show that our approach significantly outperforms
the single-task scoring method using only BERT,
demonstrating the pluggability of T-MES.

Besides, our method also demonstrated a clear
advantage in predicting trait score compared to the
multi-task scoring methods in the baseline. From
the comparative results, it can be observed that,
compared to the LSTM-CNN-based model (MTL-
BiLSTM), methods based on pre-trained models
have significant advantages in multi-trait scoring
(DualTrans, and Ours). Compared to methods that
use trait scoring to assist overall scoring (MTL-
BiLSTM, DualTrans), our approach demonstrates
certain advantages in predicting trait scores, achiev-
ing better prediction performance in most trait pre-
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Model MTL P1 P2 P3 P4 P5 P6 P7 P8 AVG↑
HISK % 0.674 0.586 0.651 0.681 0.693 0.709 0.641 0.516 0.644
STL-LSTM % 0.690 0.622 0.663 0.719 0.719 0.753 0.704 0.592 0.684
BERT % 0.709 0.669 0.689 0.763 0.714 0.734 0.740 0.610 0.701
MTL-BiLSTM ! 0.670 0.611 0.647 0.708 0.704 0.712 0.684 0.581 0.665
DualTrans ! 0.712 0.671 0.690 0.760 0.714 0.740 0.748 0.620 0.707
T-MES (Ours) ! 0.728 0.684 0.702 0.771 0.726 0.754 0.755 0.629 0.719

Table 1: Average QWK scores across all traits for each prompt.

Model MTL Overall Content PA Lang Nar Org Conv WC SF Style Voice AVG↑
HISK % 0.718 0.679 0.697 0.605 0.659 0.610 0.527 0.579 0.553 0.609 0.489 0.611
STL-LSTM % 0.750 0.707 0.731 0.640 0.699 0.649 0.605 0.621 0.612 0.659 0.544 0.656
BERT % 0.762 0.719 0.731 0.659 0.703 0.669 0.656 0.676 0.625 0.693 0.610 0.682
MTL-BiLSTM ! 0.764 0.685 0.701 0.604 0.668 0.615 0.560 0.615 0.598 0.632 0.582 0.638
DualTrans ! 0.778 0.726 0.732 0.660 0.704 0.682 0.668 0.674 0.663 0.689 0.619 0.687
T-MES (Ours) ! 0.774 0.730 0.750 0.702 0.730 0.685 0.686 0.679 0.675 0.693 0.590 0.700

Table 2: Average QWK scores across all prompts for each trait.

MTL Method Parameter (M) Inference Time (s)
% BERT 110 ×tm 0.010 ×tm
! DualTrans 277 0.030
! T-MES 129 0.014

Table 3: Comparison of model parameters and single in-
ference time for different Transformer-based trait essay
scoring methods. tm means the number of traits.

dictions. However, when compared to DualTrans,
which utilizes trait scoring to assist in holistic score
prediction, our method showed some disadvantages
in predicting the overall score. Additionally, it can
be observed that our method’s scoring effectiveness
for the Voice trait was inferior to DualTrans, which
might be due to the severely lacking samples (726)
for the Voice trait and issues related to the model’s
parameter size. As shown in Table 3, the parameter
count of the DualTrans method is more than twice
that of our method.

Computational Cost. We analyzed the compu-
tational cost of our method. Using single task-
based method that predict a single numeric score
for multi-trait predictions would require replicat-
ing multiple models, making it resource-inefficient.
As shown in Table 3, predicting 6 traits using a
pre-trained model with 110M parameters would
involve a substantial 110M × 6 parameters, along
with increased training time and inference time.
In contrast, our approach uses a RoBERTa-base
model with 129M parameters, enabling multi-trait
predictions across all prompts, with a single model
training time of only 35 minutes. The time required
for inferencing the trait scores of a single sample

is merely 0.014 seconds.

5.2 Ablation Experiment

To investigate the usefulness of our proposed multi-
trait scoring framework and training strategies, we
conducted a series of ablation experiments. We still
present the ablation results from two dimensions:
the average trait scoring performance of the model
on each prompt and the scoring performance of the
model on each attribute.

The experimental results are shown in Table 4
and Table 5. From the experimental results, we
can see that when all optimization strategies are
removed and only MSE is used as the objective
function (T-MES w/o TC-RC-SD), there is a sig-
nificant decline in performance. When using trait
correlation loss, the model’s scoring performance
shows some improvement, but the improvement is
not significant. This indicates that while learning
the correlation between traits helps to some extent
in improving model performance, there may still be
some mutual interference between different traits.
When adding scoring diversity regularization and
trait representation correlation regularization, the
model’s performance further improves, especially
on Voice, showing a significant improvement. This
demonstrates the effectiveness of the proposed reg-
ularized scoring method.

5.3 Discussion

The MoE Scoring Framework’s Assistance in
Representation Learning. We further illustrate
the advantages of the Mixture-of-Experts scoring
framework in obtaining specific trait representa-
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Model 1 2 3 4 5 6 7 8 AVG↑
T-MES 0.728 0.684 0.702 0.771 0.726 0.754 0.755 0.629 0.719
T-MES w/o TC-RC-SD 0.710 0.670 0.700 0.756 0.710 0.728 0.742 0.615 0.702
T-MES w/o RC-SD 0.712 0.671 0.701 0.769 0.714 0.730 0.754 0.609 0.706
T-MES w/o SD 0.715 0.672 0.699 0.761 0.722 0.743 0.743 0.627 0.710
T-MES w/o RC 0.716 0.682 0.697 0.769 0.723 0.745 0.746 0.625 0.714

Table 4: Ablation study results on across all traits for each prompt. TC represents trait-consistence loss. RC
represents trait representation correlation regularization. SD represents scoring diversity regularization.

Model Overall Content PA Lang Nar Org Conv WC SF Style Voice AVG↑
T-MES 0.774 0.730 0.750 0.702 0.730 0.685 0.686 0.679 0.675 0.693 0.590 0.700
T-MES w/o TC-RC-SD 0.756 0.711 0.730 0.696 0.724 0.675 0.667 0.666 0.672 0.656 0.525 0.680
T-MES w/o RC-SD 0.759 0.719 0.740 0.672 0.725 0.684 0.661 0.672 0.640 0.683 0.530 0.684
T-MES w/o SD 0.764 0.725 0.730 0.693 0.725 0.671 0.673 0.668 0.671 0.679 0.572 0.690
T-MES w/o RC 0.768 0.722 0.735 0.697 0.727 0.667 0.679 0.669 0.666 0.692 0.589 0.694

Table 5: Ablation study results on across all prompts for each trait.

Figure 3: The comparison results of using MoE repre-
sentation learning method to obtain the trait representa-
tion and only using the multi-scorer.

tions of essays through ablation experiments. In
this experiment, we only use the [CLS] position of
RoBERTa to obtain document-level representations
of essays and acquire representations of different
traits through multiple parallel linear transforma-
tion layers. By comparing this method of obtaining
text representations, we highlight the advantages
of the Mixture-of-Experts scoring framework used
in our work. The experimental results are shown in
Figure 3. As seen from the experimental results, the
scoring model using the MoE scoring framework
significantly outperforms the non-MoE framework
in predicting most traits during multi-trait scoring.
This demonstrates that different tokens contribute
differently to various trait scoring tasks, and using
a uniform representation (non-MoE) makes it diffi-
cult to learn these intrinsic differences. Therefore,
it illustrates the rationality of the scoring frame-
work proposed in this paper.
Comparison of different pre-trained language

Models Average QWK
BERT 0.716

RoBERTa 0.719

Table 6: Performance of different encoder-only pre-
trained language models.

models. We investigated the performance vari-
ation with different mainstream encoder-based
pre-trained language models including BERT and
RoBERTa. The experimental results, as shown in
Table 6, indicate that when we change the underly-
ing pre-trained language model, the final scoring
performance does not show significant differences.
This suggests that the multi-trait scoring method
proposed in this paper is relatively insensitive to
the choice of pre-trained language models. More
experiment results are provided in Appendix C.

6 Conclusion

In this paper, we propose a novel multi-trait essay
scoring method based on pre-trained models and a
MoE scoring framework. This framework is a plug-
and-play method designed to assist any encoder-
based pre-trained language models in learning trait
representations. To further enhance the proposed
scoring framework’s ability to distinguish between
different scoring requirements for various traits and
improve trait scoring collaboration, we introduce
three regularization strategies to aid model training.
Extensive experiments demonstrate the superiority
of our approach. And compared to existing meth-
ods, our method achieves higher scoring efficiency
while maintaining effectiveness.
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Limitations

Our work has several limitations. Firstly, although
our method achieved competitive results overall,
it showed performance degradation when dealing
with limited data, such as the Voice trait, which
had fewer than 600 training samples. This indi-
cates that there is potential for further research
in improving trait collaborative prediction ability.
Secondly, while our method can obtain text repre-
sentations specific to certain traits, it does not learn
trait representations based on the structured organi-
zation of essays (i.e., integrating sentence-level and
paragraph-level information). Therefore, exploring
multi-scale trait representations of essays could
further enhance the model’s ability to score multi-
ple traits. In the future, we plan to explore more
strategies for collaborative scoring between traits
and provide additional insights into the application
of artificial intelligence in automated educational
text assessment by leveraging pre-trained language
models.
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Prompt ID No.of Essays Essay Type Attributes Overall Score Range Attribute Score Range
P1 1,783 Argumentative Cont, Org, WC, SF, Conv 2-12 1-6
P2 1,800 Argumentative Cont, Org, WC, SF, Conv 0-6 1-6
P3 1,726 Source-Dependent Cont, PA, Lan, Nar 0-3 0-3
P4 1,772 Source-Dependent Cont, PA, Lan, Nar 0-3 0-3
P5 1,805 Source-Dependent Cont, PA, Lan, Nar 0-4 0-4
P6 1,800 Source-Dependent Cont, PA, Lan, Nar 0-4 0-4
P7 1,569 Narrative Cont, Org, Conv, Style 0-30 0-6
P8 723 Narrative Cont, Org, WC, SF, Conv, Voice 0-60 2-12

Table 7: Composition of the ASAP/ASAP++ combined dataset. The prompt is an instruction that defines the writing
theme. Over: Overall, WC: Word Choice, Org: Organization, SF: Sentence Fluency, Conv: Conventions, PA:
Prompt Adherence, Nar: Narrativity, Lang: Language.

Figure 4: The t-SNE visualization of essay trait representation. Different colors represent different traits.

A Statistics of Datasets

The dataset provides scores for various relevant
traits for Prompts 1–8. These traits include Con-
tent, Organization, Word Choice, Sentence Fluency,
Conventions, Prompt Adherence, Language, Narra-
tivity, Style and Voice. Table 5 displays the statis-
tics for both ASAP and ASAP++. The statistics of
dataset are provided in Table 7.

B Implementation Details

The more implementation details of our method are
presented as follows:

We set the dropout rate as 0.1 and use AdamW
as our optimizer to train the model and the initial
learning rate is set to 1e− 5. For the final loss, the
parameters λ is set to 0.7. For the scoring diversity
regularization, the parameters α is set to 0.1 and
the parameters β of trait representation correlation
regularization is set to 1e − 42. The weights λ,

2Due to the similarity between different trait representa-
tions, the result of this regularization calculation is much larger

α and β are tuned according to the performance
on develop set. δ is set to 0.8. The temperature τ
of trait representation correlation regularization is
set to 0.1. For a fair comparison, we maintained
training details of the baseline model, other than
those required by T-MES.

C Trait-Representation and
Expert-Weight Correlation Analysis.

To further demonstrate the effects of the proposed
method, we conducted two visual experiments.
First, we analyzed the correlation between scoring
expert weights under different optimization objec-
tives. Then, we further visualized the extracted es-
say trait representations to observe the correlation
and diversity among the learned trait representa-
tions. We use the t-SNE toolkit (Van der Maaten
and Hinton, 2008) to visualize trait expert weights
and essay representations.

than the loss value. Therefore, the hyperparameter α is set to
a relatively small value to facilitate model fitting.
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Figure 5: Visualization of correlation and diversity of
scoring expert weights. The image on the left uses only
MSE as the optimization object.

Correlation and Diversity of Essay Trait Repre-
sentation. To better understand and compare the
results, we visualized the essay trait representations
obtained using both the MSE loss function alone
and the proposed T-MES method. The trait rep-
resentations under different prompts (Prompt 1, 2,
4, 8) are shown in Figure 4. When using only the
MSE loss, the different traits can be roughly clus-
tered, but the boundaries between traits are blurred.
This suggests that, within the multi-trait scoring
framework of the hybrid model, using only MSE as
the optimization objective fails to produce clearly
distinguishable trait representations from the trait
experts. In contrast, our proposed T-MES method
maintains clear boundaries between different traits
and forms compact clusters, exhibiting distinct and
discrete states. This further demonstrates the ef-
fectiveness of our method in learning essay trait
representations and illustrate the utility of the scor-
ing framework.
Correlation and Diversity of Scoring Expert
Weights. We conducted the trait expert analysis
on Prompt 1, with the specific experimental results
shown in Figure 5. From this figure, it can be
observed that when only MSE is used as the op-
timization objective within the multi-trait scoring
framework, the distribution of the scoring experts’
weight matrices in the feature space exhibits notice-
able differences. For instance, the weight distribu-
tion indicates that the overall essay score is more
significantly influenced by Convention and Organi-
zation, whereas Content has a lower impact on the
overall score. Although Content shows a notable
correlation with Word Choice and Sentence Flu-
ency, it does not establish connections with other
attributes. In contrast, the optimization objective
we designed clearly enhances the learning of trait
correlations. As demonstrated by the results, our
method not only maintains the diversity of expert
weights but also promotes stronger correlations be-

Figure 6: Comparison with the auto-regressive score
method (T5-base, T5-small and Llama2-13B models).

Figure 7: Loss fluctuations and corresponding validation
set performance under different hyper-parameter β.

tween them.

D Compared with Generative Pre-trained
Language Models.

To further assess the advantages of our method, we
compare it with a generative scoring method (Do
et al., 2024). In this method, the fine-tuned encoder-
decoder (T5) (Raffel et al., 2020) and decoder-only
pre-trained language models are adopted (Llama2-
13B) (Touvron et al., 2023) for multi-trait essay
scoring task, which means this generative pre-
trained model can produce scores for multi-trait
by inputting an essay. We report the comparison
results in Figure 6. In this experiment, we utilize
T5-Small, T5-Base and Llama2-13B, which con-
tain 60 million, 220 million and 13B parameters, re-
spectively. Our method has 129 million parameters.
As shown in this figure, our method consistently
outperforms generative-based scoring methods. Al-
though the T5 model demonstrates better perfor-
mance on some subsets, it has almost twice the
number of model parameters as our method. More-
over, in terms of average performance, our method
significantly surpasses the generative score method.
Therefore, our approach offers clear advantages in
both scoring effectiveness and efficiency.
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α 0.7 0.8 0.9
AVG 0.700 0.698 0.697

Table 8: Average evaluation results of the trait correla-
tion loss at different levels of involvement.

E Effect of Hyper-parameters

The impact of different β values on training sta-
bility. We conduct a hyper-parameter analysis of
the trait representation correlation regularization
term under Prompt 1 to examine the effect of dif-
ferent β values on the training status. We perform
a hyper-parameter search within the range of {0.1,
0.01, 0.001, 0.0001}, and set the hyper-parameter
based on the training status and performance on
the validation set. The experiment result is shown
in Figure 7, where we analyzed the loss values
for different β values and their corresponding opti-
mal validation set performance. The experimental
results show that setting β to 0.0001 results in a
significantly faster stabilization of the loss, and the
corresponding performance on the validation set is
the best.
The impact of trait correlation loss. We also
conducted a further analysis of the hyperparameter
settings for the trait correlation loss. The specific
results are shown in Table 8. It can be observed
that varying levels of trait correlation loss do not
significantly impact the final average results.
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