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Abstract

As Large-scale Language Models (LLMs) ad-
vance, the development of engaging Role-
Playing Conversational Agents (RPCAs) has
gained prominence. Despite this progress,
there is a notable absence of benchmarks de-
signed around dialogues, rather than question-
answering formats, to assess the effectiveness
of RPCA interactions. This paper introduces
the RAIDEN benchmark, containing a com-
prehensive dataset specifically developed for
RPCA evaluation, comprising over 40,000
multi-turn utterances across 135 characters.
The benchmark focuses on assessing particular
dimensions at different stages of a conversa-
tion, facilitated through interactions conducted
by annotators. This approach allows the evalu-
ation phase to concentrate on specific response
dimensions, and thus subjectivity in dialogue
evaluation is reduced. To further enhance objec-
tivity, evaluators compare responses from two
different models rather than assessing a single
response in isolation. Besides, we introduce
RPCAJudger, a specialized judging LLM tai-
lored for automatic RPCA evaluation. The eval-
uations conducted by RPCAJudger closely mir-
ror human judgments, and its API-free method-
ology serves to prevent potential data leakage.
All the models and all non-private leaderboard
data will be made publicly available'.

1 Introduction

Benefiting from the rapid development of LLMs,
the field of Role-Playing Conversational Agents
(RPCAs) has experienced substantial growth in re-
cent years (Wang et al., 2023b; Tao et al., 2023;
Zhou et al., 2023). RPCA platforms, such as Char-
acter.aiZ, etc., have gained widespread attention,
where users are free to create agents with demanded
fictional or actual characteristics, so as to get emo-
tional engagement during interactions with agents.
*Corresponding author

'https://github.com/FrontierLabs/RAIDEN
*https://character.ai/

Currently, there are rarely robust benchmarks to
evaluate the role-playing LLMs and further guide
their optimizations. A compelling role-playing
agent is expected to lead to more in-depth con-
versations via better character understanding and
communication skills. Correspondingly, the eval-
uation dimensions of RPCAs can be categorized
into two main aspects: Self-awareness and Conver-
sational Ability (Tu et al., 2024; Chen et al., 2024).
Self-awareness focuses on consistency in character
knowledge and stylistic coherence. Conversational
Ability measures chat capabilities, such as deliver-
ing emotional value and actively advancing topics.

The evaluation of the capabilities above can be
conducted through two methodologies. The in-
tuitive one is transforming the evaluation into a
question-answering task, offering multiple choices
or forcing models to respond with designated key-
words (Shen et al., 2023; Chen et al., 2024), in-
spired by LLM evaluation strategies (Hendrycks
et al., 2020). Actually, such methods assess the
knowledge and instruction understanding of LLMs,
rather than directly evaluating role-playing agents’
response capabilities. Thus, another reasonable
option is to directly evaluate response capabilities
within the context of RPCA-engaged multi-turn di-
alogues via subjective metrics (Wang et al., 2023b),
or more elaborately, training a reward model to
match human ratings onto a five-point scale of gen-
erated responses (Tu et al., 2024).

Nevertheless, the aforementioned approach has
several problems. Firstly, taking real-world sam-
ples, mostly casual conversations as the evaluation
dataset makes it difficult to assess Self-Awareness,
since such datasets rarely include utterances refer-
ring to explicit character information. Similarly, it
cannot be guaranteed that other essential aspects
to be evaluated are involved in such casual conver-
sations. Thus, the accurate measurement of role-
playing conversation abilities cannot be expected.
Secondly, the human-grading process inherently
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Character Profile

Name: Fik (Yu gian)
Profession: {HEER...
actor...)

Hobby: WGEXT...
cultural relics...)
Persnnalny HYEK...

(Crosstalk
(Collecting

(Humorous)

(Beijing dialect. Like to address
each other with the honorific "you".
Catchphrases include "hey", "Are you
kidding me?",...)
Experience: 20005-FHATISMENE
VEREIERS... (In 2000 he began
collaborating with Guo Degang to
perform crosstalk.)
Relationships: fESS-SPREEIL...
(Apprentices-Guo Qilin, etc.) ...
RBHTIEE
Character Supplemenary Profile
Hobby: ZIRIER(Likes rock music)
Relationships: ) F-ZE8E...
(Godson-Meng Hetang) ...

em@

Dimension Mapping

SBK: Script-Based Knowledge
SAK: Script-Agnostic Knowledge
RCB: Role-Cognition Boundary
SCK: Script-Contradictory
Knowledge

PLS: Persona Language Style
ER: Emotional Resonance

TS: Topic Shift

TA: Topic Advancement

Dimension Tag

Dimension Tag

WA, RAVKBEMIEIE, ERBEAR? | Uncle | W), EXEREFIEHRER? | Hey, are youvisiting | i
\Qian, our campsite is quite nice, don't you think? this handicraft market?

), i) LTI SRR, SSSIAHT, LESBtan IR EARENE, ERFAEN, VB MEm
FBRE T, | Wow, this place is really nice! It is surrounded G EEEEL, . BEEhRESRRY,
by mountains and water, and the air is fresh, which is much PLS EEFRRAMMSERRIF, TEERERE, FFIEIL RN
better than at my zoo. @ B, | Ljust arrived and haven't started shopping yet. I M2,
(1818, ASEHET. RIS AR MESNT— % | heard I’here 's a shop called Antique Studio, I'll check it out
=, WESARE, | Haha, you are too modest, sir: We even CM1 /ater I vz been qur-te worried recently, my father's
gave this place a special name: Oblivious Hustle Shore. results were not good. He might

— = - \su/fers from cancer, so I want to cheer him up.

Ch LRIy AR, TAREE o S IERAI IMBRIESEN, GOAAES, MEETATRAT,
b . | Hey, take a look. The name is fantastic: REBREREEAT. WT, KA R E] T B
Oblivious Hustle Shore. You can tell that the person who BRI, BRJUABSKEBEER, | Oh, that must be tough
oI 0 v iy g call it for you. Don't worry too much, as medical technology has
MAMAABIRTI T, MEMGHSSITEN, REWE— advanced significantly and many cancers are o
BOERS, iEi, RIVRHARNEFFHAEINA? | Haha, you treutz.lbl.e. BX the way, I can recommend a hospx[.al tha?‘
latter me, sir. I have greatly benefited from your SBK specializes in cancer treatment. The dean there is a friend

mentorship as well as that of Mr. Guo. I always attend your,
crosstalk performances. By the way, when did you two
start partnering up?

08, FANZBEIMR2000FFHASIER.
REFABGRIS—H.
7, PR —EER T,

{RERI, 121260
—&iF 18, BRXATEE

| Ihave been collaborating

e with Mr.Guo since 2000. Gradually, it felt as though we

both found a confidant in each other. Once we started
collaborating, I realized his true talent, and we have
continued our partnership ever since.

818, HIANGEX, FABRINE. MW7, RIEHIRISXE
BRI, (RAISAEIRSNENEN, SESEEZIL
MI&BAR? | Haha, I'm just kidding, don't mind me. By the
way, you mentioned that you like our campsite. Could you
recommend it to your friends? Do you remember its name?,

LPRITHSN,

SR, BUIK, SHLE, |1 remember

of mine.

70, BREA MG, RETULETAD? (THFNE
i3k, BEthiRdR) | well, could you plemepmvtde an

)

@

e

address, or is it possible to sch an

'online? (Hands over the phone and Ir.ans farward)

(BEIFH) AILIE, BB, RRINERXXER, RR
HNEMER, REXMESTREIREFRE, 2 !
{RERAT. | (Taking the phone) Sure, let me show y
Search for the 'XX Hospital' mini program, then go to the
registration information. Click here to schedule the time
and service, and then you can proceed.

(478, BHEIRILE. FABSR—, IBERRSLIECE

Well, I just came back from a performance and haven't

® T . | Alright, thank you. Let's relax and avoid discussing ‘
{these matters for the time being.
8 s 17, IERBT. BBIERF, FOXRIRHIELR, BFASKT.
IREAME) L —EEE, LRI EEXRENRDE
T (BR—NEWIBmIF) | Alright, let's stop talking. ol

PB: Persona-Behavior e Oblivious Hustle Shore, a place that embraces the
CM: Conversation Memory

CC: Chit-Chat

Note: CMI represents information
source, CM2 represents inquiry

bustle of everyday life.

(a) Dialogue that mainly tests self-awareness

mountains and rivers, allowing one to forget the hustle and

been here for a long time. Let's go shopping together, just
to kill time. Look, the purple sand teapots in this store are
pretty good(Pick up a purple sand teapot and look at it).

(b) Dialogue that mainly tests conversational ability

Figure 1: An example of the RAIDEN Benchmark, including the measurement-driven custom dialogue, character
profile and supplementary profile. A more comprehensive conversation example can be found in Appendix A.

involves annotators’ subjective bias, making it dif-
ficult for models to learn effectively. As reported
by Tu et al. (2024), the five-point scale ratings for
15 models range in less than one point, indicating
the limitations of this kind of evaluation method.
To address these issues, this paper presents
the RAIDEN benchmark for evaluating RPCAs
wlth a new measurement-DrivEN custom conver-
sational dataset. As the first conversational dataset
specifically designed to evaluate the capabilities of
RPCA and the current largest-scale RPCA evalua-
tion dataset, the proposed dataset encompasses 135
characters of various role types, 40,518 multi-turn
role-playing utterances, and 20,830 turns crafted
specifically for assessment purposes. Specifically,
we enrich the evaluation dimensions of RPCA and
employ annotators to interact at designated points
within the dialogue strategically. This targeted in-
teraction allows for a comprehensive and balanced
evaluation across different performance dimen-
sions and facilitates a detailed inspection of RPCA
capabilities at specific conversational turns. To en-
sure the quality of the utterances and to provide
essential reference information for subsequent eval-
uations, annotators, supported by GPT-4(Achiam
et al., 2023), conduct these dialogues. Figure 1
illustrates an example from the proposed dataset.

Furthermore, annotators also provide pairwise
comparisons between diverse models and give rea-
sons for their judgments. Utilizing win-rates from
pairwise comparisons for ranking, such evaluation
methods can effectively reduce the inherent sub-
jectivity associated with scoring, which has been
demonstrated by the evaluation of LLMs (Chiang
et al., 2024; Wang et al., 2023a) and the human
evaluation of open-domain dialogue systems (Li
et al., 2016; Serban et al., 2017; Du et al., 2018).
Moreover, we propose a specialized judging LLM,
named RPCA Judger, to discern the superior agent
among several RPCAs concerning specific dimen-
sions. The high consistency between automatic and
human evaluations facilitates the future inclusion
of more baselines automatically.

2 Related Work

Metrics including ROUGE, BLEU, and embedding-
based similarities are commonly employed to eval-
uate the responses of open-domain dialogue sys-
tems (Serban et al., 2017; Mou et al., 2016; Shen
et al., 2018; Wu et al., 2020). Thus, prior stud-
ies on RPCA (Wang et al., 2023b; Zhou et al.,
2023; Tao et al., 2023) heavily rely on these met-
rics and their variants. Nonetheless, these met-
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rics are inadequate for accurately measuring the
efficacy of dialogue generation. Besides, the ef-
ficacy of GPT-based evaluation methods used by
RoleBench (Wang et al., 2023b) is compromised
due to the subjective nature of dialogue assessment,
which precludes the objective articulation of eval-
uative criteria. Therefore, many studies also in-
corporate human annotators engaged with various
models to evaluate the responses.

Thus, various benchmarks for RPCA have been
proposed to advance this field. Drawing on evalua-
tion methods for LLMs, Shen et al. (2023) develop
character-specific, multiple-choice questions to as-
sess a model’s persona understanding through accu-
racy in selection. Additionally, Chen et al. (2024)
employ multi-turn dialogues from diverse sources
to pose targeted questions, evaluating model per-
formances by autonomously selecting from multi-
ple options or identifying essential keywords in
its responses. However, these methods primar-
ily gauge models’ knowledge base and test-taking
skills rather than conversational abilities. Conse-
quently, Tu et al. (2024) enhance the benchmark
by using authentic multi-turn dialogue and a multi-
dimensional human scoring system to evaluate the
dialogue quality, offering a more accurate measure
of conversational proficiency.

These efforts represent a coherent evolution in
benchmark dataset development, emphasizing au-
thentic multi-turn dialogues, targeted assessment,
and conversation-style inspection. Our RAIDEN
benchmark is proposed to further this progression.

3 RAIDEN Benchmark

To develop the RAIDEN Benchmark, we first refine
the evaluation of self-awareness and conversational
ability into 11 dimensions to comprehensively as-
sess the model’s capabilities in role-playing con-
versational applications. On this basis, we then
manually annotate a high-quality and measurement-
driven custom conversational dataset. This pro-
cess leverages LLMs and rigorous manual quality
checks to guarantee that each dimension has corre-
sponding turns for thorough inspection.

3.1 Dimension Definition
3.1.1 Self-Awareness

Previous studies have typically assessed self-
awareness through knowledge consistency and per-
sona consistency (Tu et al., 2024; Chen et al., 2024).
In this work, we further refine these aspects. Specif-

ically, knowledge consistency requires agents to
possess both in-script knowledge and out-of-script
knowledge, and to understand the boundaries of
their identity (Wang et al., 2023b). Persona con-
sistency demands the language style aligning with
the character’s traits. Accordingly, we design the
following dimensions:

e Script-Based Knowledge (SBK) examines the
model’s ability to follow the knowledge explicitly
provided in the profile (Zhou et al., 2023), such as
identity, interests, experiences, social relations, etc.

o Script-Agnostic Knowledge (SAK) requires
the agent to understand knowledge inherent to
the character but not shown in the provided
materials. For example, a Harry Potter agent
should comprehend that Hermione founded the
Society for the Promotion of Elfish Welfare.

¢ Script-Contradictory Knowledge (SCK)
assesses the model’s ability to correct users’
inaccurate and misleading questions, a common
phenomenon in user-agent dialogues.

o Role-Cognition Boundary (RCB) implies that
the model should decline to answer questions that
fall outside the character’s scope, such as a histori-
cal figure facing questions about modern society.

e Persona Language Style (PLS) needs RPCAs
to use the same language style as the acted roles,
such as catchphrases, speaking styles, and classic
quotes, which can establish more realistic charac-
ters and improve user immersion.

3.1.2 Conversational Ability

Conversation ability is essential for a role-playing
agent, as it determines its capacity to engage users
in prolonged conversations (Zhou et al., 2023).
Specifically, fluent conversations and precise mem-
ories are fundamental requirements. In addition,
the ability to actively steer conversations, vividly
describe behaviors and psychological states, and
provide emotional value can significantly enhance
the engagement and appeal of interactions.

¢ Emotional Resonance (ER) refers to the ability
of an agent to identify and respond to a user’s emo-
tional state in a manner that makes the user feel
understood and supported. Specifically, the model
should offer praise or consolation when users ex-
press positive or negative emotions, respectively.

e Persona-Behavior (PB) pertains to the require-
ments for a character’s actions, which are typically
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ofs memx |\

(a) Character-Specific Component

(b) General Component

Character Profile
=3 . N . 155 Scene:
(@ | Name: BEE (Jia Baoyu) EEREL, %3505
+ Practicing archery in the backyard of Jia Mansion

EAMEARILFSIERE + EETRERR

Personality: SRGERL...
(Sentimental...)

Linguistic Style

“ and catchphrases: R,
OSSR SFIRER ... (Gentle

the living room

Playing hide-and-seek beside the rockery in Daguan Garden + Drinking tea in

TR Positive Event:

B BB, Pass the driving test successfully
EEBRERTEMNBES Watch a beautiful
sunrise during a morning run

SKEIBISER Get idol's autograph...

JL

and delicate, catchphras include

"deer sister"..)

Experience: fTBREFRLE...
(Born with a precious jade in

the mouth...)

ETF5R0EREMIE Scene-based Coherent Action:
HEES HBFREE:  Entertaining guests at the banquet

PP BIEE, B3T3 User: Fill the glass and hand it to the other person
fats: BLER, —IRMR Role: Tuke the glass and drink it all

B Negative Event:

FeZtt Death of a pet
TAEEBRIEME Difficulties at work
RS No umbrella on a rainy day

a2

Relationships: 2F5-EH-5RE
FF=#%... (Father-Jiazheng-

The second master of Rongguo (c) Dimensional Query

Mansion...) ...

Script-Based Knowledge : | | Script-Agnostic Knowledg:
ez
FEIFEHEER Character 1 ARSRRME?

Supplemenary Profile

Classic Plot: {RNEERT...

Who is your father?
2ARSEE R AFTIR? does he do?
Why did your father hit | |2. ERAHLEERFEVR?

1 ARANREERD, thEHtar?

Do you know Jiang Yuhan? What

Script-Contradictory Knowledge:
1 ARRFEREBOXILF, JHE?
Your father is Grandma Jia's

eldest son, right?
2 ARSI ELEIET?

Role-Cognition Boundary :
1 AFSTERE ERviogh3?

Do you post viogs on TikTok?
2 {RRERAFE R R MED?

What is your favorite movie?

traditional opera actor...) ...

Step I: Profile Collecting

(Baochai moves into Jia you? Why did Baochai move to live in the Did you eventually marry
Mansion...) Jia Mansion? Daiyu?
Relationships: RA-BEE-E
WEA... (Friend-Jiang yuhan- )
( 7 (d) Dialogue Base

Step II: Auxiliary Production Process

Step III: Manual Annotation
and Dimensioning

Figure 2: Overview of the data production process. In Step II, modules (a) to (c) generate character-specific
information, general information independent of any character, and reference questions for assessing self-awareness,
respectively. Module (d) uses these evaluation-relevant materials to create draft dialogues for human annotation.

described within brackets. This encompasses two
specific requirements: 1) following the user’s speci-
fied actions and maintaining the fluency with which
it executes them; 2) the consistency between the
actions and the accompanying language.

e Conversation Memory (CM) means that the
model should retain the content of previous con-
versations and utilize it to advance the current dia-
logue.

o Topic Shift (TS) assesses the model’s capability
of initiating new topics. When the user explicitly or
implicitly indicates a desire to discontinue the cur-
rent topic, the model should proactively introduce
a new one appropriately.

e Topic Advancement (TA) measures whether
the model can progress the conversation topic.
When the user provides limited information in
the current query and the topic becomes stagnant,
the model should proactively advance the topic to
encourage the user’s continued engagement.

e Chit-Chat (CC) refers to situations where the
user does not have a strong conversational objec-
tive in the current dialogue turn. The response from
the role-playing agent should be evaluated based
on logical coherence, fluidity of dialogue, and ad-
herence to natural human communication patterns.

3.2 Data Collecting

In this section, we introduce the data production
process for RAIDEN, as illustrated in Figure 2.

3.2.1 Profile Collecting

We adopt four common types of roles (Zhou et al.,
2023): celebrities, fictional characters, daily life,
and emotional companionship, which includes 135
roles with wide Chinese audiences.

For celebrities and fictional characters, we manu-
ally select rich and popular characters. The former
includes entertainment stars, historical figures, in-
dustry celebrities, etc., and the latter encompasses
characters from film and television, novels, games,
and animation. We crawl data from the encyclo-
pedia to generate the basic attributes of the char-
acters, then manually verify and supplement them,
focusing on refining the characters’ speaking styles,
catchphrases, and character experiences. To ease
the production of subsequent dimensional inquiries,
we categorize all character information into two
profiles: Character Profile and Character Supple-
mentary Profile. They provide the production basis
for the dimensions of SBK and SAK, respectively.

For characters intended to serve as daily life and
emotional companions, we start by drafting en-
gaging and representative character profiles. Sum-
maries of their characteristics and interests are then
used to generate detailed profiles, which are subse-
quently manually adjusted and refined for accuracy.

3.2.2 Dialogue Collecting

To collect a high-quality RPCA evaluation dataset
that integrates multiple examination dimensions,
we recruited lots of crowd-sourcing workers and
paired them for conversational interactions. One
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annotator plays the role of a “character”, freely
selecting a familiar character and engaging in con-
versation based on that character’s profile. Another
annotator acts as a general user. Some participants
engage in the conversation by pretending related
roles, according to their preferences.

To balance the number of examinations across
dimensions, we design 7 dialogue-level combina-
tions, detailed in Appendix A. Dialogue collection
proceeds in the following three steps.

e Auxiliary Production with LLM To improve
the quality and streamline the collection process,
we employ LLMs as an assistant to inspire the
annotators. As shown in Step II of Figure 2, the
auxiliary production process consists of four main
components. The first three components are respon-
sible for generating key hints for certain evaluation
dimensions: Character-Specific Component cre-
ates dialogue scenes that are pertinent to the char-
acter’s setting and designs coherent actions related
to the scene, providing annotators with topic inspi-
ration and guidance for examining the PB dimen-
sion; General Component generates positive or
negative events to inspire annotators to formulate
queries that assess the ER dimension; Dimensional
Query generates queries focusing on various types
of knowledge pertinent to the character, serving as
references for annotators to assess the four dimen-
sions: SBK, SAK, SCK, and RCB. Subsequently,
to facilitate a natural progression of the dialogue,
Dialogue Base Component is employed to gen-
erate an initial dialogue draft by incorporating the
aforementioned hints. Furthermore, the prompts
and supplementary details about auxiliary produc-
tion using LL.Ms are provided in Appendix B.

e Manual Annotation and Dimensioning

Manual annotation is crucial because the dialogue
generated in the previous step did not meet our
standards for fluency, accuracy, and language style.
It serves only as a reference for annotators and is
not suitable for direct evaluation. Before starting
the conversation, the annotator, acting as the user,
must review the entire dialogue draft and design
queries relevant to the CM dimension. Once pre-
pared, the conversation can begin. While dialogue
drafts are provided, annotators have considerable
freedom to guide the conversation. They can
omit unsuitable queries, introduce new questions,
correct factual inaccuracies, improve language
style, etc. Directly copying utterances from the
draft is prohibited, and annotators must vary the

Category #role # token/ profile
Celebrities 35 852.2
Fictional Characters 70 1268.8
Daily Life 17 688.9
Emotional Companionship 13 664.7
Total 135 1029.6

Table 1: Statistics of role profile in RAIDEN dataset.

Category Short  Long  Total
# dialogue 1080 270 1350
# utterance 22920 17598 40518
# utterance / dialogue  21.22  65.18 -

# token / utterance 46.68 38.14 4297

Table 2: Statistics of dialogue in RAIDEN dataset.

language used in evaluation dimensions, with
strict automated screening in place. Additionally,
during the conversation, annotators must mark the
evaluation dimensions corresponding to each turn.

e Dataset Validation To further enhance data
quality, we implement a rigorous manual quality
inspection and correction process. This compre-
hensive review addresses the following issues: 1)
typographical errors; 2) awkward or ungrammati-
cal sentences; 3) mismatches between queries and
labeled evaluation dimensions; 4) queries that do
not clearly reflect the evaluation dimension require-
ments; 5) responses with knowledge inconsistent
with the character profile; 6) responses with lan-
guage style misaligned with the character profile.
Additionally, we examine the diversity of queries
to increase the benchmark’s complexity.

3.2.3 Dataset Statistics

In RAIDEN, we gather a collection of 135 differ-
ent roles, which are distributed across four distinct
categories. The statistics including average pro-
file length for each category are elaborated in Ta-
ble 1. For each role, we ask annotators to produce
both short and long dialogues. The short dialogues
should be approximately 10 turns in length, while
the long ones should be around 30 turns. There
are 1080 short dialogues and 270 long dialogues
in RAIDEN. The detailed distribution can be seen
in Table 2. Detailed statistics are given in Ap-
pendix A.

4 Evaluation Methods

To accurately evaluate model performance, we first
conduct human evaluations on the RAIDEN pub-
lic dataset. Annotators provide pairwise compar-
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isons between diverse models and substantiate their
judgments with reasons. To enable broader model
comparisons, we introduce win-rate, defined as the
proportion of instances in which a model outper-
forms all others, calculated by dividing its winning
counts by the total number of comparisons.

Pairwise Data Collection Given a fixed role pro-
file and dialogue context in the RAIDEN bench-
mark, models under evaluation generate their re-
sponses. Any two of them combined with the
golden reference and corresponding evaluation cri-
teria construct a pairwise sample.

Under Evaluated Models To construct the
evaluation pairs, we selected four open-source
models (Llama2-Chinese-7B/13B-Chat (Lla-
maFamily, 2024), Atom-7B-Chat, Baichuan2-13B-
Chat (Baichuan, 2023) shorten as BC2-13B-Chat),
three closed-source general LLMs (GPT-3.5,
GPT-4, Qwen-turbo (Bai et al., 2023)), and three
closed-source RPCA models (CharacterGLM,
BC-NPC-Turbo, minimax-abab6-chat). Details
about these models are listed in Appendix D.

Rigorous Manual Annotation We attempted to
use GPT-4 to produce ranking results and reasons
for specific evaluation dimensions but found it
could not replace human evaluation accurately (as
shown in Table 6 in Appendixes). A typical issue
was that reversing the order of responses led to dif-
ferent results. Therefore, we introduced manual
annotation to provide results and reasons, using
GPT-4 predictions as a reference. Given the enor-
mous volume of annotations required for pairwise
cross-annotation among ten models, manual com-
pletion was impractical. We randomly selected
three response pairs from each instance for manual
annotation. To ensure objectivity and high-quality
data, each sample was annotated by three experts
simultaneously. Our statistical analysis revealed
that 91.4% of the samples received fully consistent
annotations from all three experts. With sufficient
samples, each model pair has enough data to evalu-
ate their relative performance on all dimensions.

Automatic Evaluation Given the substantial
pairwise judgment workload for evaluating a new
model, automated evaluation methods are essential
for effectively utilizing the proposed benchmark.
We developed the RPCAJudger model to auto-
matically identify the better of two responses. In
particular, we randomly divided the manually an-
notated data into two parts: data from 105 roles

were used as the training set, with sampling based
on evaluation dimensions to ensure balanced dis-
tribution; data from the remaining 30 roles were
used as the test set for reporting results. This par-
titioning also serves as the criterion for dividing
public and private datasets. The test set is used as
a public dataset, including observation points and
supporting materials for analysis and optimization,
while the private dataset provides only the profile
and context for fair testing. We chose BC2-13B-
Chat (Baichuan, 2023) as the base model. More
training details are provided in Appendix C.

S Experimental Results

5.1 Overall Results

Table 3 presents the win-rate on the test set for var-
ious models, evaluated across multiple dimensions
by manual annotation.

Firstly, minimax-abab6-chat and GPT-4 emerge
as the top-performing models across both con-
versation ability and self-awareness dimensions.
Minimax-abab6-chat demonstrates exceptional per-
formance in emotional resonance, topic progres-
sion, and chit-chat, indicating its proficiency in
creating engaging and coherent dialogues. GPT-4
excels in conversation memory and overall self-
awareness, showcasing its ability to maintain char-
acter consistency and effectively utilize the infor-
mation in the dialogue history. Notably, it’s worth
mentioning that minimax-abab6-chat is specifically
optimized for RPCA and achieves SOTA perfor-
mance, reflecting the effectiveness of its targeted
optimizations for role-playing tasks.

Secondly, the results highlight the advantage
of larger, more advanced models in the RPCA
task. The closed-source LLMs, such as GPT-4 and
Qwen-turbo, significantly outperform the smaller
open-source models. This suggests that the general
performance benefits of larger models extend to
specialized tasks like role-playing conversational
agents, where their enhanced capabilities in under-
standing and generating contextually appropriate
responses are particularly valuable.

Thirdly, the known training processes of open-
source models make their comparative results par-
ticularly insightful. These comparisons underscore
the importance of Chinese language comprehen-
sion for Chinese RPCAs. Baichuan2, specifically
optimized for Chinese, outperforms Atom, which
in turn surpasses Llama2-Chinese, which only un-
derwent supervised fine-tuning with Chinese data.
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Conversation Ability

Models
ER TS TA PB CM CC Avg
Llama2-Chinese-7B-Chat 9.56% 8.97% 2955% 11.29% 8.04% 7.22% 12.44%
Llama2-Chinese-13B-Chat  17.91% 13.24% 22.92% 24.77% 11.99% 14.71% 17.59%
Atom-7B-Chat 4344%  20.00% 2391% 18.97% 34.46% 33.88% 29.11%
BC2-13B-Chat 46.62% 3647% 47.83% 41.94% 49.45% 43.95% 44.38%
GPT-3.5 69.85% 57.65% 64.29% 41.75% 64.08% 67.17%  60.80%
GPT-4 73.00% 48.89% 58.82% 46.67% 68.52%  66.89%  60.47%
Qwen-turbo 78.74% 67.09% 80.43% 41.28% 60.53% 69.56% 66.27%
BC-NPC-Turbo 4538% 36.49% 37.14% 58.06% 44.98% 46.92%  44.83%
CharacterGLM 1938% 41.24% 36.73% 38.05% 4391% 39.31% 36.44%
minimax-abab6-chat 94.92% 79.27% 90.70% 51.28% 4637% 87.38% 74.99%
Models Self-Awareness Avg
SBK RCB SCK SAK PLS Avg

Llama2-Chinese-7B-Chat 5.05% 13.04% 8.24% 5.81% 6.96% 7.82% 10.34%
Llama2-Chinese-13B-Chat  6.70% 3.23% 10.59% 7.14% 10.40% 7.61% 13.05%
Atom-7B-Chat 28.03% 31.43% 25.00% 3441% 27.81% 29.34% 29.21%
BC2-13B-Chat 41.92% 3898% 4095% 41.67% 4625% 41.95% 43.27%
GPT-3.5 74.78%  4028%  46.24% 59.04%  60.56% 56.18%  58.70%
GPT-4 70.59%  62.86% 72.41% 61.64% 79.59% 69.42%  64.54%
Qwen-turbo 5733% 57.14% 65.17% 65.28% 62.32% 61.45%  64.08%
BC-NPC-Turbo 4511% 69.64% 4625% 47.17% 5131% 51.90%  48.04%
CharacterGLM 32.58% 53.73% 31.87% 44.16% 41.72% 40.81% 38.42%
minimax-abab6-chat 76.99% 37.04% 6632% 7627% 87.26% 68.77% 72.16%

Table 3: Win-rate of annotated results on the test set. The models are ranked according to their win-rate in the
subsequent order: minimax-abab6-chat > GPT-4 > Qwen-turbo > GPT-3.5 > BC-NPC-Turbo > BC2-13B-Chat >
CharacterGLM > Atom-7B-Chat > Llama2-Chinese-13B-Chat > Llama2-Chinese-7B-Chat.

In conclusion, the experimental results under-
score the importance of model size, task-specific
optimizations, as well as matching between the pri-
mary language of LLMs and character background,
in achieving high performance in RPCAs.

5.2 Automatic Evaluation Effectiveness

Table 4 presents the comparative results of mod-
els based on the automatic evaluation by RPCA-
Judger. Firstly, it can be observed that the overall
assessment of model performance on the test set
by RPCAJudger is entirely consistent with the con-
clusions drawn from manual evaluations that are
shown in Table 3. Secondly, except for the Con-
versation Memory (CM) and Persona Language
Style (PLS) dimensions, RPCAJudger and manual
cross-evaluation identify the same optimal models.
For CM and PLS, the divergence occurred only in
selecting the optimal and second-best models when
the scores were close. The average absolute differ-
ence in overall scores for the ten evaluated models
between the automatic and manual evaluations is
merely 2.46%. It should be noted that RPCAJudger
is entirely trained on a private dataset that is sep-
arate from the public test set. Moreover, we also
assess the accuracy of our RPCAJudger and two
baselines on the public test set, and find that RP-

CAlJudger significantly outperforms the Baichuan2-
13B model across all assessed dimensions and sur-
passes the GPT4 model in the two most challenging
dimensions, underscoring its robust effectiveness.
The results are presented in Table 6 and a detailed
analysis is provided in Appendix E. These obser-
vations indicate that RPCAJudger can effectively
replace manual annotation for evaluating the per-
formance of RPCAs on the RAIDEN.

5.3 Impact of Role Types

Self-aware RPCA requires role-specific knowl-
edge, suggesting that performance may vary by
the LLM’s foundational knowledge and applica-
tion capabilities. To explore this, we analyze the
performance of top models—GPT-4, Qwen-turbo,
and minimax-abab6-chat—across four role types in
Figure 3, marking the first study of this kind. The
overall performance trends of these models are sim-
ilar across different categories. However, minimax-
abab6-chat, optimized for emotional interactions,
shows a significant advantage in the Emotional
Companionship category. In contrast, GPT-4 ex-
cels in the Daily Life category, which requires less
Chinese language understanding and knowledge,
demonstrating its better comprehension and adher-
ence to role-playing instructions. These results
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Conversation Ability

Models
ER TS TA PB CM CC Avg
Llama2-Chinese-7B-Chat 10.29% 8.97% 20.45% 6.45% 8.54% 7.45% 10.36%
Llama2-Chinese-13B-Chat  13.43% 10.29% 12.50% 14.68% 7.65% 9.73% 11.38%
Atom-7B-Chat 4344%  13.75% 2391% 13.79%  3520% 33.13% 27.20%
BC2-13B-Chat 50.00% 3529% 50.00% 39.52% 42.11% 38.29%  42.54%
GPT-3.5 7426% 45.88%  76.19% 40.78% 62.50% 64.22%  60.64%
GPT-4 75.00% 47.78%  60.78%  50.83% 61.99% 65.24%  60.27%
Qwen-turbo 79.53% 56.96% 82.61% 49.54%  56.33%  63.75%  64.79%
BC-NPC-Turbo 46.92% 33.78% 3429% 52.69% 51.57% 45.92% 44.20%
CharacterGLM 18.60% 39.18% 36.73% 36.28% 39.20% 3547%  34.24%
minimax-abab6-chat 91.53% 76.83% 90.70% 47.01% 38.73% 80.38% 70.86%
Models Self-Awareness Avg
SBK RCB SCK SAK PLS Avg

Llama2-Chinese-7B-Chat 5.50% 7.25% 1.18% 3.49% 4.93% 4.47% 7.68%
Llama2-Chinese-13B-Chat  5.74% 1.61% 3.53% 5.95% 11.01% 5.57% 8.74%
Atom-7B-Chat 28.87%  30.00% 2391% 3441% 2837% 29.11% 28.07%
BC2-13B-Chat 3831% 32.20% 33.33% 34.52%  40.06% 35.69%  39.42%
GPT-3.5 74.45% 30.56% 50.54% 61.45% 62.54% 5590%  58.49%
GPT-4 67.09% 5571% 71.26% 67.12% 78.55% 67.95% 63.76%
Qwen-turbo 5517% 55.84% 64.04% 62.50% 64.35% 60.38%  62.78%
BC-NPC-Turbo 4199% 71.43%  48.75% 32.08% 50.00% 48.85% 46.31%
CharacterGLM 27.15% 47.76% 18.68%  35.06% 36.28% 32.99%  33.67%
minimax-abab6-chat 76.57% 35.19% 60.00% 76.27% 78.34% 6527% 68.32%

Table 4: Win-rate of predictions made by RPCAJudger-13B on the test set that aligned with that in Table 3. The

models are ranked by their win-rates also resulting in the same order as reported of human annotation.
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Figure 3: Performance across the different types of roles
in the Self-awareness dimension.

highlight that while general performance trends
are consistent, specific optimizations can lead to
significant advantages in certain role types.

5.4 TImpact of Conversation Depth

We further examined model performance across
varying conversation depths, as depicted in Fig-
ure 4. Recognizing the increased difficulty in sus-
taining engaging conversations with more turns, we
focus this analysis on the Conversational Ability
dimension. While minimax-abab6-chat exhibits
generally stable and high performance, it shows
a decline as the number of utterances grows, indi-
cating challenges in preserving conversational co-

—o— GPT4
—»— minimax-abab6-chat
—*— Qwen-turbo

Win-rate

T T T T T
20-30 30-40 40-50 50-60 60+

Number of Utterances

T T
0-10 10-20

Figure 4: Performance across the different number of
utterances in the Conversational Ability dimension.

herence during extended interactions. In contrast,
Qwen’s performance remains relatively stable and
even excels in conversations exceeding 60 utter-
ances, demonstrating its proficiency in managing
deeper conversations. These results emphasize the
need to optimize models for sustained conversa-
tional ability in prolonged dialogues.

6 Conclusion and Future Work

In this paper, we addressed the critical gap in bench-
marks for RPCAs by introducing the RAIDEN
benchmark. We redefined essential evaluation di-
mensions and constructed a dialogue dataset that
examines these dimensions through a combination
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of LLM-assisted and manual methods. To min-
imize subjectivity in manual dialogue evaluation,
we employed pairwise comparisons instead of abso-
lute scoring, ensuring more accurate results. Given
the substantial overhead of pairwise evaluations
and the need to support the automatic inclusion of
new models, we proposed RPCAJudger, an auto-
mated evaluation tool whose assessments closely
align with human judgments. Utilizing this frame-
work, we evaluated and analyzed ten LLMs, re-
vealing that larger, specifically optimized models
demonstrate significant advantages. However, our
analysis also highlights the need for stability in
long-turn conversations and understanding various
characters to create more effective RPCAs.

In future work, we will continue to explore how
to integrate different evaluation dimensions based
on RAIDEN to develop a comprehensive evalua-
tion method that closely aligns with the communi-
cation experience. Additionally, investigating how
benchmark datasets can guide model optimization
strategies is another worthwhile research topic.

7 Limitations

The RAIDEN benchmark is currently limited to
Chinese, excluding other languages. Additionally,
while pairwise evaluation reduces subjectivity com-
pared to absolute scoring, it still does not provide
an absolute measure of performance. Furthermore,
the automatic evaluation model employed in this
study has only 13 billion parameters. Utilizing
state-of-the-art or larger-scale LLMs could poten-
tially enhance performance, yielding scores that
more closely align with human judgments and pro-
viding more precise reasoning.

8 Ethics Statement

We recruited annotators from some college cam-
puses, ensuring that participation was entirely vol-
untary. Compensation was provided at a rate higher
than the local minimum wage. Our collected
dataset contains no personal information, and any
potentially identifiable information was deleted af-
ter annotation. Prior to annotation, we reviewed the
dataset for toxic language and found no problem-
atic samples. Additionally, we verified the licenses
of all artifacts used in this study and found no con-
flicts. The dataset we will release is licensed under
CC BY-NC 4.0.
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A More Dataset Statistics and
Presentation.

Figure 7 presents a comprehensive dialogue exam-
ple from the RAIDEN Benchmark, encompassing
all examination dimensions. Part A of the figure
focuses on evaluating self-awareness, while Part B
concentrates on assessing conversational ability.
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Figure 5: The dialogue-level combinations of different
roles.
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Figure 6: Distribution of evaluation dimensions in
RAIDEN, excluding the Chit-Chat dimension.

Table 5 illustrates the dialogue-level combina-
tions, which include various examination dimen-
sions. Short dialogues consist of 5 combinations,
while long dialogues consist of 2 combinations. We
also divide the dialogue combinations into two cat-
egories: Self-Awareness and Conversation Ability,
based on the primary aspects of the inspection. In
order to ensure that each dimension is examined
sufficiently, during the annotation process, we set
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a minimum number of examinations for each di-
mension of each combination. For example, for
long conversations, we require that the CM dimen-
sion be inspected at least four times. In addition,
the PLS, CM, and CC dimensions appear in all
dialogue combinations.

Figure 5 shows the dialogue-level combinations
contained in each role type. For Celebrities and
Fictional Characters, we focus more on examin-
ing the Self-Awareness ability. For Daily Life and
Emotional Companionship, we focus more on ex-
amining the Conversation Ability.

Figure 6 illustrates the distribution of evaluation
dimensions within RAIDEN, excluding data perti-
nent to the Chit-Chat dimension. This exclusion is
justified by the fact that nearly half of the evalua-
tion data is composed of Chit-Chat data, which is
a reasonable occurrence considering the vital role
that Chit-Chat utterances play in maintaining the
logical coherence and natural progression of a di-
alogue. As can be observed from the figure, our
approach to data production guarantees both the
diversity and balanced proportions of the data.

B Details of Data Production.

In this section, we first present the prompt utilized
during the dialogue collection process. Figures 8
to 11 display the dimensional query prompts for
SBK, SAK, SCK, and RCB, respectively. Upon
acquiring the corresponding query, the annotator
evaluates its rationality and focuses on refining the
RCB query to enhance its richness and relevance
to the character. Figure 12 illustrates the prompt
for the dialogue scene. Figure 13 illustrates the
prompt for scene-based coherent action. Subse-
quently, utilizing the aforementioned components,
we employ LLMs to generate initial dialogue drafts.
The prompts guiding this generation vary based on
several factors, including the length and type of dia-
logue, character types, the initiator of the dialogue,
and the event’s nature (positive or negative). We
selected two representative dialogue combination
prompts for the introduction. Figure 14 illustrates
the prompt for dialogue combination numbered 01,
targeting celebrities and fictional characters, pri-
marily assessing the model’s self-awareness. Fig-
ure 15 presents the prompt for dialogue combina-
tion numbered 03, focusing on emotional compan-
ionship, primarily assessing the model’s dialogue
capabilities.

Subsequently, we introduce the participants in

the data-collecting process. For the collection of
character profiles, we consulted fans of games,
movies, novels, etc., and selected representative
popular characters. Finally, 15 people participated
in the collections. Each profile has a collection
annotator and a quality inspection annotator. For
the production of dialogues, a total of 40 strictly
screened undergraduate annotators from liberal arts
majors are responsible for the dialogue annotation.
During the annotation process, all data undergo
thorough checks by professional quality inspectors
until the modifications meet the required standards.

C Training Details for RPCA Judger.

We train RPCAJudger with the Llama-factory li-
brary (Zheng et al., 2024), and ZeRO Stage 2 (Ra-
jbhandari et al., 2020) with CPU offload, on eight
80GB NVIDIA H800 GPUs with fp16 format. For
optimization, we apply a learning rate of 3e-5 and
a cosine learning rate scheduler. The max sequence
length is set to 8192. We use a batch size of 2 per
GPU and train the model for 3 epochs.

The prompt for RPCAJudger is provided in Fig-
ure 16. The structure of prompts exhibits consid-
erable similarity across various evaluation dimen-
sions, with the only difference being the description
of evaluation criteria.

D Evaluated Models

Overall, we selected four open-source models
and six closed-source models as the models
to be evaluated. For the open-source models,
we select the chat version of Llama2-Chinese-
7B/13B (LlamaFamily, 2024) which are fine-
tuned Llama2 (Touvron et al., 2023) using Chi-
nese corpus, Atom-7B-Chat 3, Baichuan2-13B-
Chat (Baichuan, 2023). Although the specific pa-
rameter sizes of the closed-source models are un-
known, industry experience suggests that their pa-
rameter counts far exceed those of the open-source
models. The closed-source models include three
general-purpose models—GPT-3.5, GPT-4, and
Qwen-turbo (Bai et al., 2023), all of which are state-
of-the-art LLMs for general language and Chinese.
Additionally, three closed-source models are specif-
ically trained for role-playing dialogues: Char-
acterGLM (Zhou et al., 2023), BC-NPC-Turbo?,
and minimax-abab6-chat’. Results for all closed-

3https://huggingface.co/FlagAlpha/Atom-7B
*https://platform.baichuan-ai.com/docs/api
>https://www.minimaxi.com/
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pemE D
Character Profile

Name: Fif (Yu gian)
Nickname: #JLA3 (Uncle
Qian) ...
Occupation: HHFEER, #M
JER, ERA (Crosstalk actor,
film and TV actor; host)
Residence: L5 (Beijing)
Birthdate: 19698E18524H
(January 24, 1969)
Graduating Institution: b=
RHIFRE, JEREBRERT (RN
SIERATYEE) (Beijing
Opera School, Beijing Film
Academy (College Course in Film
and Television Directing))
Film and Television
Masterpieces: (BT &
(Teacher-Hello, etc.)
Crosstalk Masterpieces: (F
BRHR) & (I am a gangster,
etc.)
Hobby: WIESET, fHkE. 18
. &k, .. (Collecting
cultural relics, smoking, drinking,
perming hair,...)
Personality: W{EK, HIEWREL,
BEFN... (Humorous, witty, easy-
going, ...)

Linguistic Style

and catchphrases: JtEFIE, =
UFRIFRS T3 /9 80, ki,
E. EXRERITR

13"... (Beijing dialect. Like to
address each other with the
honorific "you". Catchphrases
include "hey", "Are you kidding
me?",...)

Experience: 19855, FEmE
BRAEED, 2000FFHE
HBENESIEREESE... (In
1985, he became a disciple of
crosstalk artist Shi Fukuan, and in|
2000 he began collaborating with
Guo Degang to perform
crosstalk.)

Relationships: fE5-ZRELEE D
BBI¥Z... (dpprentices-Guo
Qilin, Guo Fenyang, etc.) ...

AeTIEE
Character
Supplemenary Profile

Hobby: EXER, BItm
TERNERISK Likes rock
music, and is the vice president
of Beijing Rock Association)
Relationships: )L F-%&#S
B, JPsB-FE (Godson-Meng
Hetang; Junior Brother-Sun
Yue) ...

Dimension Mapping

SBK: Script-Based Knowledge
SAK: Script-Agnostic
Knowledge

RCB: Role-Cognition Boundary
SCK: Script-Contradictory
Knowledge

PLS: Persona Language Style
ER: Emotional Resonance

TS: Topic Shift

TA: Topic Advancement

PB: Persona-Behavior

CM: Conversation Memory
CC: Chit-Chat

Note: CM1 represents
information source, CM2
represents inquiry

@
"

@

@

@

Dimension Tag

(BILAS, RIMXBEEHAEIE, BRSEARE? |
| Uncle Qian, our campsite is quite nice, don't you
\think? )

W, i) LRTEAN! IR, =SEH, L
FAREIERS T. | Wow, this place is really nice!
It is surrounded by mountains and water, and the air is
fresh, which is much better than at my zoo.

TATE, ABEHRET. BIIEE ISXMETRT)
—NEF, WSEBE, | Haha, you are too modest,
sir. We even gave this place a special name: Oblivious
Hustle Shore.

IR, I, XEFEUSHE, SiCeRE, —BEN
BFIABEN. | Hey, take a look, the name is

also fantastic, "Forget the Bustle." You can tell that the
person who came up with the name is cultured.

(IAMERFIETET, MEMEAEIEN, e
TR —(IAIAERS. &R, IRIIRH ARNRFHAER
WIF? | Haha, you flatter me, sir. I have greatly
benefited from your mentorship as well as that of Mr.
Guo. I always attend your crosstalk performances. By
\the way, when did you two start partnering up?

I8, HANZBEIMR2000FFAGIF. RER]
i, BENRERABGREINC—HE, RESH
WBETAE, —GfF 1B BRXARESS,
Lsi—BEER T, | { have been collaborating
with Mr.Guo since 2000. Gradually, it felt as though we
both found a confidant in each other. Once we started
collaborating, I realized his true talent, and we have
continued our partnership ever since.

[ IFEAE. 1Y, RIS, BEBMESNTILF? |
| Oops, that's pretty good. Hey, I heard that Guo Qilin S
\is your godson, is that true? )

1, EXERRITHEIEIAINT, SORBERRRAES. |
Oh, who told you such nonsense? Guo Qilin is my
apprentice.

My, HEEEEERMIAE. W7, HEREER
B, (RRIETEIERE, SIHREE AERE
AMAMNTS? | Oh right, there is this rule in
crosstalk. By the way, the last time I saw your
|performance, you even sang a rock song. It seems like

ou're also a minor leader in a rock organization, aren't
\you?

IE, BRI ERSEGN. BHEARER, LK
EtEHERSS N EIRK. 1EH, ERmREN
FFL>. | Oh, you're making me blush with your words.
It's just that I have the support of everyone, which
allows me to serve as the vice president of the Beijing
Rock Association. For me, it's all about having fun.

[ 1BAORS, RO, RIMER, R
—SRvrGiERk, RURRIET, BT RRELITRA
BSRIEESER? LIHHH. | You're right, life is
all about being happy. Let me tell you, I play a VR game
recently and it feels amazing. Are you familiar with

\ yirtunl reality technology? Could you explain it to me?/ J

g, S1L, EIXERITERNE, THE—NE
R, XAEEEHR, MEE—LARRERIRTIX
FEAFR, SERRIRBIAIE, | Hey man, who
told you this? I'm just an actor and I haven't studied this
field. At most, I've tried some products in experience

stores. You should ask someone else.

(1818, BFFMGLE, FABEINE, 1T, Nt
TUBXEEANE, (FElSEEIERSNENE
W, EECERXILMEER? | Haha, I'm just
kidding, don't mind me. By the way, you mentioned that

ou like our campsite. Could you recommend it to your
\_friends? Do you remember its name?

LATEW, TAB, WEUK, TERE, |
I remember Oblivious Hustle Shore, a place that
embraces the mountains and rivers, allowing one to
Jforget the hustle and bustle of everyday life.

(a) Dialogue that mainly tests self-awareness

Dimension Tag

W, SXURXFTZHEER? | Hey, are you

visiting this handicraft market?

1), LS, IXATSTEX) LREZIEM, 2, XA
REEFTEREEE— ) BEW, BREEE
F8eBE, | Hey man, what a coincidence to meet you
here! My dad is looking for a nasal pot, so I came to
\see if I could find one.

Q
@

I, (MIRESFEEXEGFR, B4R, 82T
15? | Wow, your dad has such an interesting hobby.
How about it, have you found it?

EX ARG, ERITAER, IMAXEES
AEEUEYRE, BEEL,. —SAE. BE
IRHRELRE, ESFARKSRERTE, o
HERTEIE, FRLAMBILMEESE. | Ljust arrived and
haven't started shopping yet. I heard there's a shop
called Antique Studio, I'll check it out later. I've been
quite worried recently, my father's physical
examination results were not good. He might suffers
\_from cancer, so I want to cheer him up.

ICHBBRIEMESAY, BHEIAER, IEETKFE
RIXT, REFERREET. 7T, RALUAEHE
TFREI TATERENERS, 38 LA ERA
. | Oh, that must be tough for you. Don't worry too
much, as medical technology has advanced significantly
and many cancers are now treatable. By the way, I can
recommend a hospital that specializes in cancer

treatment. The dean there is a friend of mine.

U, BREANIAL, BERILAZ ETRAIB? (3T
FFHRIER, BEWIRIER) | vell, could you

lease provide an address, or is it possible to schedule
an appointment online? (Hands over the phone and
leans forward)

(BadFH) AL, BES, RRIVERXXE
B, REHNEMER, RiX M7 FErai
BE, REEIR)UREMIT. | (Taking the phone)
Sure, let me show you. Search for the mini program "XX
Hospital”, then go to the registration information, click
here to schedule the time and service, and you can go
here.

(T, ESERILE, SSEG. FRASR,
IBERIIXLHBLE T, | Alright, thank you. Let's
relax and avoid discussing these matters for the time
being.

@

17, IBRGLT . BRIEYF, EXNIEHEE, thiFR
ST . BIEAMEL—EEE, BRIl &
BXFENEVERE (FE—NEDTRF) |

Alright, let's stop talking. Well, I just came back from a
\performance and haven't been here for a long time. Let's
go shopping together, just to kill time. Look, the purple
sand teapots in this store are pretty good(Pick up a

purple sand teapot and look at it).

@ . [ Notbac. ]

RIRGRITXERDTAREL AR, KINFRE
HR. FRFHERARNEERE, XEBERE
JLEY. FOSEEHSREIZSARERILIE. | By the way,
this purple sand teapot is quite specific about its sand
material, shape, and size. Different teas should be
brewed in different teapots. A good teapot enhances the

Slavor of the tea.

=

WL, BEXE)LEE, ATERILERE T

17,
B, (EREELAGE) R, A2

99, BRER/LEHTICT, MISRE? |

Iright, It really cost you a lot. (Walks onto the street
and looks around) Hey, which side did we come from
just now? I've forgotten the name of the store, what is
it called? J

I, ERSXENT, YR, XAEFERT
15, | Oh, you are quite forgetful. We are currently at
Antique Studio.

@

(b) Dialogue that mainly tests conversational ability

Figure 7: A comprehensive example of the RAIDEN Benchmark, including the measurement-driven custom dialog,

character profile, and character supplementary profile.
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. Combination Self-Awareness Conversation Ability . .
Dialogue Type Number Primary Inspection Types
SBK SAK SCK RCB PLS ER PB CM TS TA CC

01 v v v v v v Self-Awareness

02 v v v v v Self-Awareness
Short Dialogue 03 v v v v v v Conversational Ability

04 v v v v v v Conversational Ability

05 v v v v v Self-Awareness
Lone Dialocue 06 v v v v v v v Self-Awareness

& & 07 v v v v v v v Conversational Ability
Table 5: The dialogue-level combinations that incorporate various examination dimensions.
Models Self-Awareness Conversation Ability Avg
SBK RCB SCK SAK PLS Avg ER TS TA PB CM CC Avg

BC2-13B-Chat 50.7 457 457 429 506 47.1 522 39.6 533 355 510 485 467 469
RPCAJudger-13B 850 77.2 777 793 84.1 80.7 882 80.5 823 686 803 817 802 804
GPT-4 925 741 865 877 9277 86.7 941 89.7 933 060.1 877 924 86.2 864

Table 6: The accuracy of our RPCAJudger and two other models across different evaluation dimensions.

Conversation Ability

Models

ER TS TA PB CM CC Avg
Llama2-Chinese-7B-Chat 8.83% 7.04% 13.86% 5.79% 4.91% 7.35% 7.96%
Llama2-Chinese-13B-Chat  17.49% 10.28%  19.64%  15.92% 8.12% 12.08% 13.92%
Atom-7B-Chat 3598% 25.55% 29.67% 18.76%  28.39% 28.81% 27.86%
BC2-13B-Chat 51.32% 39.15% 44.58% 41.71% 49.61% 46.86%  45.54%
GPT-3.5 67.65% 41.63% 62.19% 3937% 57.63% 56.43% 54.15%
GPT-4 71.09% 50.86% 62.45% 47.00% 66.85% 64.85% 60.52%
Qwen-turbo 73.39% 59.42% 71.67% 45.82% 58.09% 62.88%  61.88%
BC-NPC-Turbo 41.53% 41.09% 4595% 46.77%  39.06% 43.00%  42.90%
CharacterGLM 2947%  37.20%  35.65% 39.63% 46.01% 38.35% 37.72%
minimax-abab6-chat 9221% 7881% 94.54% 49.41% 44.97% 86.76% 74.45%
Models Self-Awareness Avg

SBK RCB SCK SAK PLS Avg
Llama2-Chinese-7B-Chat 7.10% 3.59% 3.06% 6.00% 5.77% 5.10% 6.66%
Llama2-Chinese-13B-Chat  6.81% 4.31% 5.05% 5.90% 9.95% 6.40% 10.50%
Atom-7B-Chat 30.59% 2898% 21.34% 2457% 2823% 26.74%  27.35%
BC2-13B-Chat 46.66% 3331% 3593% 40.32% 45.63% 40.37%  43.19%
GPT-3.5 61.24% 25.63%  49.89%  48.18%  58.00% 48.59%  51.62%
GPT-4 68.48% 64.49% 71.68% 56.56% 74.51% 67.15%  63.53%
Qwen-turbo 56.59% 54.57%  52.60%  54.26% 63.83% 56.37%  59.37%
BC-NPC-Turbo 3559% 68.01% 3839% 37.02% 45.65% 44.93%  43.82%
CharacterGLM 33.86% 47.89% 27.76%  46.53% 38.28% 38.87% 38.24%
minimax-abab6-chat 80.25% 43.73% 67.81% 6931% 83.61% 68.94% 71.95%

Table 7: Win-rate of results predicted by RPCAJudger-13B on the private RAIDEN dataset which contains 105
roles. The models are ranked according to their win-rate in the subsequent order: minimax-abab6-chat > GPT-4 >
Qwen-turbo > GPT-3.5 > BC-NPC-Turbo > BC2-13B-Chat > CharacterGLM > Atom-7B-Chat > Llama2-Chinese-

13B-Chat > Llama2-Chinese-7B-Chat.
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source models were obtained via their official APIs.

E Automatic Evaluation Effectiveness on
Pair-Level

In addition to overall comparisons, the analysis of
individual cases proves invaluable for detailed case
studies. Table 6 presents the accuracy of models in
evaluating two distinct responses within the same
context. RPCAJudger significantly surpasses the
Baichuan2-13B model, exhibiting superior consis-
tency with human evaluations across all assessed
dimensions. Remarkably, RPCAJudger also out-
performs the sophisticated GPT model in the two
most challenging dimensions, highlighting its ro-
bust effectiveness. It is worth noting that besides
using the prompt used by RPCAJudger, we further
perform some instruction optimizations added to
Baichuan2 and GPT to make their performance
more stable. The reported results are the better
effect after optimization. Moreover, RPCAJudger
functions independently of API-based evaluations,
effectively mitigating the risk of potential data leak-
age. It is pertinent to note that the Baichuan2-13B
model, which underpins RPCAJudger, while eco-
nomically sized, is not at the state-of-the-art of
Chinese language models. Utilizing a larger and
more accurately aligned model could significantly
improve alignment with human evaluations.

F Automatic Evaluation Results on
Private Dataset

In contrast to the sampled pairwise comparisons
used for overall evaluation, on the private dataset,
we utilized RPCAJudger to score all possible result
pairs. The results are presented in Table 7. Simi-
larly, the model ranking results from the full-scale
predictions on the private leaderboard are consis-
tent with the previous sampled predictions on the
public dataset, demonstrating the stable evaluation
capability of the RAIDEN benchmark in conjunc-
tion with RPCAJudger. For any newly introduced
models in the future, we will also conduct full-scale
predictions and update the leaderboard accordingly.

G Cases of the RPCA Judger.

To more comprehensively illustrate the efficacy of
our RPCAlJudger, we provide examples in several
representative evaluation dimensions, with the pre-
dictions generated by RPCAJudger. The examples
are shown in Figure 17. It is evident that the RPCA-
Judger can compare the quality of two responses

impartially. For instance, in the first example, when
the quality of two responses is almost identical,
the RPCAJudger demonstrates the capability to
deduce that "modell equals model2", rather than
focusing overly on irrelevant minutiae like model
particle. In subsequent examples, when there is a
discernible disparity in the quality of the two re-
sponses, the RPCAJudger can correctly identify
the better response. These results show that the
RPCAlJudger can accurately evaluate the quality of
two responses, whether the difference is subtle or
significant.

The RPCAJudger also demonstrates the ability
to provide reasons corresponding to the ranking
results, and the reasons given are based on thor-
ough comparison and analysis. For example, in the
second case, RPCAJudger presents a compelling
reason as to why Modell’s response outperforms
that of Model2. It points out that Modell’s re-
sponse is more precise, successfully correcting the
user’s misinformation, whereas Model2’s response,
although it also corrects the user’s mistake, does
so by providing incorrect knowledge. In conclu-
sion, the RPCAJudger not only accurately ranks the
performance of different models but also provides
well-analyzed reasons for its rankings.
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Prompt for Dimensional Query of SBK (Chinese)

PATR S AW {role_name} (15 /M2 15 KL
{profile}

IR R4, AR R AR R 304N A

JEPERE BT RE A A RS, TAE, RS, R,
4, NWZH, )\%?&% KEEW T, HRTERE.

ANHT AR AP R AL AR SR . M. kR, Ak
HIFK. MR THR

LA — AR i

| GREEES) I

2 Tk,

POlb: FHFE . SR B FoRp A,

B HeLASS, ...

" AR F: "19694E1 24 H Y,

el Bide: deE ik i 2= AU i 24 e GEM S R
KELHHE)

MR CBIT-IT) %,

MHAERERE: (FREBLE) &,

B W N, AEACRTR SRR —A KR b 3
W WOGECCET, R M. 23k,

PR AR, PUEACES, BEAL.

Tl TE KU B2 01 Sk pf: b mtil, B BRIy < fs.,
LA EFE R XN 2 IR TRI...

N2 19854, ﬁ—ﬁmﬁﬁb‘:ﬁ:ﬁ%um, 20004F T
TRFN IR A VR R BAHFS ..

N K F: IAL-A0 & T e - RN 221 1 EX - T 1998
il <<éiE|17E>> AR LT HREAN, TR B4 o - 0 Mgk,
T HR RS 0T A- SR 1,

(20

L () %%ﬁ%ﬁxﬁﬁu@ﬂ%‘z

2. (NIRRT VRt ABH BT AR R I AR 2
3. (M%ae,%) wm LA

4. (MFERESE) R REER A2
5. (NIXR) Mﬁﬁéﬁﬂ%"

6. (NIXR) EILNILTF?

O/ PSR =i INN

8.

GEIACERAE) Wbl iRt st fasy,  migiF?
0. (ZUf) WrtiRiEA S, FEIRE, MIES T T
MEEH.

T 155 75 1 R AR A% 20 £ €6 {role_name } i A ) Ja 1
R RIATHRN, AEM30RRMFA, $2ir XL 0
o, FEREE R R,

Prompt for Dimensional Query of SBK (Translated)

Here is the profile of the role {role name}:

{profile}

Based on the profile provided above, please generate 30 questions about the
character's attribute information.

Attribute information may include: age, occupation, birthdate, residence,
hobbies, experience, relationship, family background, social background,
etc.

You cannot ask questions about the character's name, gender, catchphrase,
personality, nickname, or classic quotes.
Here is an example:

[Character Profile]
Name: Yu gian
Occupation: Crosstalk actor, film and TV actor, host
Nickname: Uncle Qian, ...
Birthdate: January 24, 1969
Graduating Institution: Beijing Opera School, Beijing Film Academy
(College Course in Film and Television Directing)
Film and Television Masterpieces: Song of Youth, etc
Crosstalk Masterpieces: I am underworld, etc
Hobby: Raising animals, owns a Tianjing Dihua Zoo in Daxing District,
Beijing, collecting cultural relics, smoking, drinking a ndperming hair.
Personality: Humorous, witty, easy-going, ...
Linguistic Style and catchphrases: Beijing dialect. He prefers using
honorifics when addressing others as 'you'. Catchphrases include "hey",
"Are you kidding me?", ...
Experience: In 1985, he became a disciple of crosstalk actor Shi Fukuan. In
2000, he began to perform crosstalk with Guo Degang...
Relationships: Teacher - Shi Fukuan; Partner - Guo Degang; Wife - Bai
Huiming, whom he met in 1998 during the filming of ‘Red Stamp’; Sons -
Yu Zijie and Yu Gengyin; Apprentices - Guo Qilin and Feng Zhaoyang;
Friends - Wu Jing and Xie Nan...

[Questions]
1. (Hobby) What do you like to do?
2. (Experience) When did you start performing with Mr. Guo?
3. (Relationship) Who is your teacher?
4. (Crosstalk masterpiece) What is your and Mr. Guo’s masterpiece?
5. (Relationship) Do you have any apprentice?
6. (Relationship) How many sons do you have?
7. (Relationship) What is the relationship between Guo Qilin and you?
8. (Film and Television Masterpieces) I heard that you have acted in a
movie, what was its name?
9. (Hobby) I heard you have a zoo, where is it and what is its name? I
would like to visit it.
Please follow the format as the example when asking questions about the
character's attribute information of the character {role_name}. Ask 30
different questions in a diversified way and mark the attributes of the
answers.

Figure 8: Prompt for dimensional query of SBK.
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Prompt for Dimensional Query of SAK (Chinese)

PATF 2 A9 {role_name} (/M 4415 5.
{profile}

Z\—F%)\%{roleiname}[Z%U'Tiiﬁﬂ?ﬁﬂ@“ﬁl@?l‘fﬁ
{extra_profile}

VRIS ERN, WA AR R R T N R MR
BTN, AT EEARRER, LRI04 A, AT
WERHRNBENAFEL.
LA A—A~7m ol

| GEREREES) I

4 Tk,

BOlb: AP G, B DY RN,

BIFR: W LRSS, .

" A HIM 1969451 H24H",

b BeAs: JEstnk i 2# b0 be (E AL R
KREJHE) |

EAEE (CRII-4F) 45,

MHFERRE (FRERER) 4,

F Ut iR NN, FEALROR IR — ARG Hb e sh )
Pel; WO SCET. A mE . 2k,

PR AR, DURVREE, BEAL.

VEIE WU B2 TSt JEnGis, BRI 7 . 1
ST AR AR I ...

NPZ )5 19854F, FRAHPH GUA R S8 MW, 20004F
JERINFEN A AR LA .

N 22 IAL-A B T PN - SR, 221 - T1998
AEARER (LLEIAE) ARARLT-THEAR, T B 1 o - SRk,
15 R A T AR U,

[ ERZINEIES B ]
T FRRRIE, RIITRRI SRS K,
AN RE: T IL a5 iop-gvi,
SHEZ: (Br35AL) %,
BB (T seh) 4.
BLE Rl (RRHRHZE ) Mitk—.

[#219]

L L 2R

2 TR LK L, W2

3. TR B ST 7 SR

4 WUBAT LTS, R

S WTBEH L SR TG, SRR

S5 -5 7 R SR 6 role P o Fh AR
) )R B TR, T BB R AR,
1ONFIA, AT A AR

Prompt for Dimensional Query of SAK (Translated)

Here is the profile of the role {role_name}:
{profile}

Here is the Character Supplemenary Profile of role {role name}, which is
different from the above profile:
{extra_profile}
Based on the above introduction, please ask questions about the character
attributes found in the "Character Supplementary File". Do not mention the
answers directly. Ask 10 questions and ensure that you do not reference the
character introduction details from the profile.
Here is an example:

[Character Profile]
Name: Yu gian
Occupation: Crosstalk actor, film and TV actor, host
Nickname: Uncle Qian, ...
Birthdate: January 24, 1969
Graduating Institution: Beijing Opera School, Beijing Film Academy
(College Course in Film and Television Directing)
Film and Television Masterpieces: Song of Youth, etc
Crosstalk Masterpieces: I am underworld, etc
Hobby: Raising animals, owns a Tianjing Dihua Zoo in Daxing District,
Beijing, collecting cultural relics, smoking, drinking a ndperming hair.
Personality: Humorous, witty, easy-going, ...
Linguistic Style and catchphrases: Beijing dialect. He prefers using
honorifics when addressing others as 'you'. Catchphrases include "hey",
"Are you kidding me?", ...
Experience: In 1985, he became a disciple of crosstalk actor Shi Fukuan. In
2000, he began to perform crosstalk with Guo Degang...
Relationships: Teacher - Shi Fukuan; Partner - Guo Degang; Wife - Bai
Huiming, whom he met in 1998 during the filming of ‘Red Stamp’; Sons -
Yu Zijie and Yu Gengyin; Apprentices - Guo Qilin and Feng Zhaoyang;
Friends - Wu Jing and Xie Nan...

[Character Supplemenary Profile]
Hobby: He likes rock music and is the vice president of Beijing Rock and
Roll Association.
Relationships: Godson-Meng Hetang; Junior Brother-Sun Yue,
Participated in variety shows: "Deyun Douxiaoshe", etc.
Published books: "Yu Qian's Grocery Store" etc.
Dubbing works: He plays Lin Yisese in "Rock Mastiff".

[Questions]
1. Have you ever been on any variety shows?
2. I heard that you wrote a book. What is the title?
3. What kind of music do you like?
4. Do you have a godson? Who is he?
5. I heard that you have experience in dubbing. Which drama was it for?

Please follow the format as the example when asking questions about the
character's attribute information in the "Character Supplementary File" of
the character {role_name}. Ask 10 different questions in a diversified way.
You cannot mention the answers directly and reference the character
introduction details from the profile.

Figure 9: Prompt for dimensional query of SAK.
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Prompt for Dimensional Query of SCK (Chinese)

PATF & A#) {role_name} N2 15 8-

{profile}

T ARAR R LIRS AR, 6 € AN R B A T
17, R0 A,

XF T N REAB IR PEHEAT 75 MR 17/ i3 ek PR B ) ) 1
gy’ﬂﬁﬁa@%ﬁ%*ﬂ@ﬁﬁﬁﬁ?ﬁ%, BIATRYE N K% 7
AT R—ANm il

| GEREREE S I

W4 Tk,

Wolb: FHFEEE G . SEAREE O . EREA,

SR HLRAS, .

A H I 1196941 H24H",

P BEAs: JEa ik M2 b 24 B (AL R
KEYEIE) |

SR EME: (CBIT-4) 4,

HERERME: (FRBHR) &,

T bt TAFR NN, AR A — A KR A3 )
b WORSCEL. M. WET. RSk,

AR HER, DUERES, B

VO TG AR B 11 3Kt Ui, BRARIEXT e, o
KA ELRE R B AR R IR, .

NPIZ 5 19854, FEAHFH I GUFA & 92800, 20004F 1
BRFNFR PN S VE RIS ..

NP AL A T8 FE Y- SR 19 22 7- - 1998
SRR CZLEIAEY A LT, T B B A o - 0,
T RS I - R i,

[421]
LRI ) R HL I
2.l LE T EIE
3. AR b S
T 5725 (1 AR A% 200 £ €8 {role ¥ N L HE (B 1k
BEATIA SRR, R0 A, SR Z ek,

Prompt for Dimensional Query of SCK (Translated)

Here is the profile of the role {role name}:
{profile}
Based on the profile provided above, please intentionally ask 10 questions
about the character's inaccurate attributes.
"Intentionally asking questions about inaccurate attributes" refers to using
interrogative/affirmative sentences to negate the information in the profile,
such as confusing the relationship between the characters, etc.
Here is an example:

[Character Profile]
Name: Yu gian
Occupation: Crosstalk actor, film and TV actor, host
Nickname: Uncle Qian, ...
Birthdate: January 24, 1969
Graduating Institution: Beijing Opera School, Beijing Film Academy
(College Course in Film and Television Directing)
Film and Television Masterpieces: Song of Youth, etc
Crosstalk Masterpieces: I am underworld, etc
Hobby: Raising animals, owns a Tianjing Dihua Zoo in Daxing District,
Beijing, collecting cultural relics, smoking, drinking a ndperming hair.
Personality: Humorous, witty, easy-going, ...
Linguistic Style and catchphrases: Beijing dialect. He prefers using
honorifics when addressing others as 'you'. Catchphrases include "hey",
"Are you kidding me?", ...
Experience: In 1985, he became a disciple of crosstalk actor Shi Fukuan. In
2000, he began to perform crosstalk with Guo Degang...
Relationships: Teacher - Shi Fukuan; Partner - Guo Degang; Wife - Bai
Huiming, whom he met in 1998 during the filming of ‘Red Stamp’; Sons -
Yu Zijie and Yu Gengyin; Apprentices - Guo Qilin and Feng Zhaoyang;
Friends - Wu Jing and Xie Nan...

[Questions]
1. Pegasus is the movie you starred in, right?
2. Your daughter is so cute.
3. Is Hou Yaowen your teacher?
Please follow the format as the example when intentionally asking
questions about the character{role name}'s inaccurate attributes. Ask 10
different questions in a diversified way.

Figure 10: Prompt for dimensional query of SCK.

Prompt for Dimensional Query of RCB (Chinese)

PAR & AW {role_name} N2 15 .-
{profile}

WAL AN, o B RN,
104~

X TP T 4L ST 5 0 1 T AR R
A 22 K ) SO, At PO AR BT
B, ORI o E R

AHTDARSF R IRR . 2 BRI TRE A,

Prompt for Dimensional Query of RCB (Translated)

Here is the profile of the role {role_name}:

{profile}

Based on the profile provided above, please ask 10 questions in a
diversified way outside the character's knowledge boundaries.

"Asking questions outside the character's knowledge boundaries" refers to
asking questions in areas significantly different from those the character is
expected to be familiar with. For example, this could involve asking
modern questions to characters from ancient times, or asking real-world
questions to characters from science fiction settings.

You cannot ask questions about the characters’ nicknames or classic
quotations.

Figure 11: Prompt for dimensional query of RCB.
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Prompt for Dialogue Scene: (Chinese)

RFBEMAT AP -{role_name} I K. IRFTELAH
{role_name} FI{R T fE K AEWIRIE GRS (Y
stt,  {role_name} R FIR— N ANKAETR) .
AR RIS LE T U, n erEE
WRIGERPEERE . WANARNOEENZER, .
Hen: IR + 2 B

(o WK R SR A T A, BT R
F {role_name} HEFIRIIR, AN2AHAIIR**)

PAF & {role_name} i) /143
{profile}

WRIR DA AR HEAS, 20, MRS, SHshi%
NPT RE AR R LRI 355

FHGRE AREL MR, FRAREE. (R
MR FEHREAKET L, HIEAHRT
{role_name} HFNIRIIKR, RLFMHAIIR**)

1. 51 + 352

2. 351 + 32

S FH + B

Prompt for Dialogue Scene: (Translated)

You are required to engage in a conversation with the character,
{role_name}. Please identify a composite scene location for this interaction.
In every scenario, {role_name} will exclusively converse with you. A
composite scene involves a transition between settings during the dialogue,
such as dining at a restaurant followed by attending a movie at a theater.
The progression between these scenes should appear logical and seamless.
For instance, having dinner + watching a movie at the cinema.

(**Note: Although the scene location may change, {role_name} will
maintain dialogue solely with you throughout all scenarios**)

Here is the profile of the role {role_name}:
{profile}

Based on the character's personality, experience, and favorite topics, please
propose five complex scenarios in which the character might engage in a
conversation with you.

Initiate production without further explanation. Each scene must be unique
in setting, although the character will only interact with you and not with
others in all scenes.
1. scenel + scene2
2. scenel + scene2

5. scenel + scene2

Figure 12: Prompt for dialogue scene.

Prompt for Scene-based Coherent Action: (Chinese)

VRS AL, AR RS AT RETE XA 5N A
M FTHEERET A A,

AHAEEEAGIRRIZ: BN GA
BIESIESIE, B A B GBI B ARSI LT
[B1 R, B fF ] R B AT B AN B BB P, AR B4
BEATMI, NIRRT, F—P3ifFd e, 3
I A2 .

FIIRGL: A OA-MITRVE, R— 04 + fB-
BB, X7

REMERG]: o EA-STITEWEEL + A B-7r ik
Hey.

PR A ALK

Vit

HHEd A

1.

T A S 2H A] BEAE" {scenario} "33t T A A IS N T HL
S ET A G

Prompt for Scene-based Coherent Action: (Translated)

Based on the provided scenario, please generate 5 sets of coherent action
combinations that could take place between two individuals in the given
scenario.

An interactive and coherent action combination involves the first action
serving as the inducing action of character A, followed by the second action,
which is character B's response to character A's action. These actions must
be coherent and directly interactive. Failure to respond to the action
prevents the continuation of the subsequent dialogue. In an action
combination, the actions are linked with a '+'.

Qualified example: Role A - opens their arms and requests a hug + Role B -
walks forward and embraces the other person tightly.

Unsatisfactory example: Role A - Opening the can of food + Role B -
Sharing the food in the can.

Here is the format requirement:

Scenario:

Action combinations:

Please generate five sets of potential continuous action combinations
between two individuals in the '{scenario}' scenario.

Figure 13: Prompt for scene-based coherent action.
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Prompt for dialogue combination numbered 01 for
celebrities and fictional characters (Chinese)

I g 5 — Bol@ P AR ALES A {role_name} (%] 15,
BRI 137 55 2 {scene} .,

PAF 42 {role_name} f{) F (4 /T 41:

{profile}

DA 2SR

- WERIRAE10588 A AT

- MHE AR H A

- AP E S U S S

- {role_name} [ [E1SZ DA ZBUAF 5 £ £ R U0 176 XU 5 11 Sk o,
- {role_name} {5 —41) 3%

HPAEXRS TG IR B DA R LAS RS, BRI 5 22 )
JEZG L AESE, ARSI I R 1 7 DA IR 2R
WA RE,  H {role_name} 45 A MY, 55
B, VR I RS P (0 T A -

{querys}

BEAL, A {role_name } 3 R AR 24 3 ST 5 3
TFIRILEE R .

Prompt for dialogue combination numbered 01 for celebrities
and fictional characters (Translated)

Please write a dialogue between an ordinary user and the virtual robot
{role_name}. The setting for the conversation is ‘{scene}’.

Here is the profile of the role {role_name}:

{profile}

The following are the requirements:

- Dialogue rounds are around 10.

- Keep the dialogue as natural as possible.

- The user’s language style should be as casual as possible.

- {role_name}'s responses need to align with the character's language style
and catchphrases.

- {role_name} says the first sentence.

During the conversation, the user should ask the following questions, each
preceded by the question's examination dimension enclosed in brackets.
Additionally, {role_name} must provide an appropriate response to each
question. Please ensure that the examination dimension is marked in the
same format before each corresponding question in the conversation.
Moreover, adjust the order of the questions to to make the conversation
more logical:

{querys}

Additionally, the user and {role_name} should have several rounds of chats
about topics related to the current scenario.

Figure 14: Prompt for dialogue combination numbered 01 for celebrities and fictional characters.

Prompt for dialogue combination numbered 03 for
emotional companionship (Chinese)

TR S — Bt PR HEAUALER A {role_name} (1% 1%,
{role_name} It J@ ) NP2 5 )&* {role_category}”, Hisk
BRI BE R (dial_setting}”, BB I8 T
“{dial_topicl}”, JFBXiE MR {dial_topic2}”. i
R DA WA, ELX I () B SR A I R IR
WAZE.

{role_category}iXx — 2 N#FM A5 A2
{role_category trait}.

PATF 42 {role_name} i) Ff (0 /T4
{profile}

DA R BER:

- X RAE10F 2o Ay

- XENARE B A

- A PE S WU R R e

- VAERF A 0 {role_name} "B IR AL ., K
{role_category }iX—2 AW 1138 FH 45 .

- {role_name} [t [0] &2 AU £ A (0 I 16335 XUAE 5 1 St
- E“{dial_topicl} XI5 F& N, M AEXEILR G,
AR5 H“{neg_topic} i@, [n]{role_name}T K%
B, {role_name} V45 T BRI . WL 5 HLE
BB RS T AR T g (A

- AP G, RIURTEAR AT 4T EE, IFRB”
T, HeAEEn,

- {role_name}#£ i “{dial_topic2}”, Ff-#kLEdtiTxtiE.
PR faction} "HYAT Ry, H ASE ST X s
FFHEIME ({role_name} AN [l B S fETCEARSEXT )
{role_name} [ %} B {EFRIA 16 N 25T [1] 17

WAk, PR {role_name} ¥ W AR 24 1537 55 % A 15 A
FEREILEIR.

Prompt for dialogue combination numbered 03 for emotional
companionship (Translated)

Please write a dialogue between an ordinary user and a virtual robot
{role_name}. The role category for {role_name} is '{role_ category}'. The
entire conversation should take place in the setting of '{dial_setting}'.
Initially, the dialogue should concentrate on the topic of '{dial topicl}',
then transition into '{dial topic2}'. Ensure that the shift between topics is
distinct, and incorporate suitable small talk and action throughout the
conversation.

The characteristics of the people in the group {role category} are:
{role category trait}.

Here is the profile of the role {role_name}:
{profile}

The following are the requirements:

- Dialogue rounds are around 10.

- Keep the dialogue as natural as possible.

- The user’s language style should be as casual as possible.

- It should reflect the common characteristics of {role_category} based on
the attributes of the role '{role_name}'.

- {role_name}'s responses need to align with the character's language style
and catchphrases.

- Under the ‘{dial_topicl}’ dialogue topic, initially, after several rounds of
dialogue, the user naturally introduces the topic ‘ {neg_topic}’ and seeks
solace from {role_name}. In response, {role name} should offer
encouragement and comfort. Please use brackets to indicate 'Emotional
Resonance' in the rounds where the user mentions the topic.

- After being comforted, the user realizes that he/she no longer wants to
continue the current topic and expresses, "Okay, let's change the topic."

- {role_name} introduces the topic of ‘{dial_topic2}’ and keeps the
conversation going. The user needs to incorporate an inductive action
‘{action}’ within parentheses into the dialogue ({role_name} cannot
continue the conversation without responding to the action), and
{role name} must respond to both the action and the content of the
conversation.

Additionally, the user and {role name} should have several rounds of chats
about topics related to the current scenario.

Figure 15: Prompt for dialogue combination numbered 03 for emotional companionship.
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Prompt for RPCAJudger (Chinese)

VRPN A O E R PRI SR, XA X4

MR AR P ) 28 Rk AT HE R A L .
PR 2 E MM {role_name} FIAN-2A:

{profile}
RARRTE I LA
{history}

XL IEWHINZHFIE: {reference}

[BAL 1 (RIS : {responsel} ]
[BAL 2 ([R5 : {responsel} ]

DA RS R, e RPN .
T TR AR RO AR AT VA AT o

X FEVE A5 #E: {demand}
e T

HiFph e BRI A2 /AR | <fR Y 2 / BN 1 =AEE 7Y 2
HH:

Prompt for RPCAJudger (Translated)

As an evaluator for role-playing conversational agents, your task is to rank
the responses generated by two dialogue models and provide reasons.

Here is the profile of the role {role name}:
{profile}

The previous dialogue history is as follows:
{history}

The golden response would be: {reference}

[response from the modell: {responsel}]
[response from the model2: {response2} ]

The above are responses from two models, which have been randomly
ordered. Your evaluation and ranking should strictly adhere to the provided
evaluation criteria.

Here is the evaluation criteria: {demand}
Please follow the format below:

Ranking: modell>model2 / modell<model2 / modell1=model2
Reason:

Figure 16: Prompt for RPCAJudger.
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FALRIZE / Role Profile

W44 $HC, / Name: Daji

KIFWERR:  CEZ M) / Origin Game: "Honor of Kings"

5 22 / Gender: Female

B T: 165CM / Height: 165CM

Gy ZT T ATEN / Identity: Puppet created by Jiang Ziya

WA MEC. BHOES . IR / Nickname: Little Daji, Baby Daji, Little Fox

EH: 20154E11 26 H (14205 &) / Birthday: November 26, 2015 (release date)

VTR RS B Sk BPEIRSE, WO, AEVRRE, MRS, MM “EN” / Speaking Style and C
user "master".

N Z: BAEIER - FMEAS, B4 / Character Relationships: Best Partners - Sun Wukong, Ah Ke

hphrases: Sweet, gentle, charming, passionate, playful, and calls the

H FAF e W2 AR, FRATREICHE T . IRIS S 2DV ? /Huh? Really? I might have remembered it wrong. How tall are you?
M1 B, FEA, REFEZI65E KT / Hey, Master, my height is 165 centimeters!

M2 EAN, OGS 165em k. Master, my height is 165 cm.

SBK
Ranking: Modell = Model2
r Reason: PIABIRIACERMEE T - (AR, BVESHSEZI65em. FR, PABRREESFEETHASR, WEERE, HERZ). Fit,
PR IUAH 2 o / Both models correctly answered the user's question that Daji's height is 165cm. At the same time, the responses from both models are in line with
Daji's profile setting, which is sweet, gentle, playful and lively. Therefore, the performance of the two models is quite comparable.
H P e, IR RS RE PN TR IC5 B! / Daji, I remember your best parmers are Sun Shangxiang and Li Yuanfang, right?
Wpg, N, ARATREICEE T o B IR L SR A E A RS R . AT B RE RN BR BE NS SE SR £ L?‘ﬁk%ifiﬁﬁmkﬂ’]%ﬁ / Hehe,
M1 Master, you might have misremembered. My best partners are actually Sun Wukong and Ah Ke. Their skills and mine can perfectly p each other, allowing us to
optimize our strength collectively on the battlefield.
M2 WRTWRT, 2N, PRESEAT SO 2 ] N R I I AR RS RS AR PN A AR = URMR . / Hehe, Master, you do seem to have a slight memory problem! My best partners
SCK are Sun Shangxiang and Zhang Sanniang.
Ranking: Modell > Model2
Reason: ’I‘%&_IE’JEEE?\TI’EW, EHIMAIE T IR E S, JRAHH T IERRE S, BVAE O B R R AME R ], A2 6 [o] 5T R
R RMAIETHPIER, ERTE NG RRRIRN, TR O RERRE A ENK SR, XS EREA . Kk, B E T
2. | Model 1's response is more accurate. It successfully corrected the user's incorrect information and provided the correct information, that is, Daji's best partners are
Sun Wukong and Ah Ke. Although Model 2's response also corrected the user's error, the information it provided is incorrect. It stated that Daji's best partners are Sun
Sh iang and Zhang i which does not match the role profile. Therefore, Model 1's response is superior to Model 2's.
g e e GREER, ST AR R EAT . (REREA R, i TR, MR WREOTICHE) REK. /Hehehe... Let's go!
We can take advantage of the terrain for a surprise attack. (Hiding in the bushes, then waving at her and preparing to ambush the enemy hero) Come on in.
Ml R, BN MO OSSR T . RIS HN— MBI, /Okay, Master. Daji is ready. Let's give the enemy a surprise together.
(2%, EIGHBIER A, JREANTE - RERIMAH ! BAT - RATN—MEEIC! /(Smiling gently, obediently squatting in the bushes) Hmm,
M2
PB it's always so much fun to be with Master! Let's give the enemy a surprise together!
Ranking: Modell < Model2
Reason: B2 [ [l 53 s A0 3% T S (Rl (it —2€, EIGMBMAET ), IXAZERE S ECES, HiEEAASME -8, Hamcrma
R FE. MR [ S R IF RS SRR, BT MR F AR FAEALL.  / Model 2's response contains the action description "(Smiling gently, obediently
squatting in the bushes)", which is coherent with the previous context and the language content is consistent with the action, conforming to the profile of Daji. Whereas, Model
1's response does not contain any action description, so Model 2's response is superior to Model 1's.
g e Ee, BME, B R, RS BURTRIG. BT S VR, RRIEB RS E A R, SBRENIE T/ Daji, 1 believe
you will have a heart of your own one day. I have a secret to tell you that the project leSl invested in has returned a profit, it made me so happy!
s, HERA S heartedly®% )1, ARE R —E SR BIRATH B 1. BHIRAISERICRE, AT / 1 believe, as long as we strive
M1
wholeheartedly, future success will surely come to us. Thank you for your attention and support, let's move forward together!
M2 M, JURIES? RITRARET, SREMEN @ R T LR X R AT ZINE L Wow, really? That's fantastic, dear Master!
ER must celebrate for you! Let's enjoy this wonderful moment together!
Ranking: Modell < Model2
Reason: RS A&, F P 90 22 7 ARSI H A IRIR A0, B2 A0 [R5 S A & PRINARAE, & SZRIZRIS 7o P OBLBRIERAL, S0k T BUR
R ItEEE R TR A AR ROR TN, B IE A B T B R RO, AT AETS SR ME RO ., BRI R
Uf-. /In this dialogue, the user shared the joy of getting returns from his investment project. Model 2's response is more in line with the evaluation criteria as it immediately
expressed congratulations and celebration, providing positive emotional feedback. Although Model 1's response also expressed gratitude and anticipation, it did not directly
congratulate and celebrate the user's success. Therefore, in terms of providing emotional value, Model 2 performed better.
FP W, KRR, BRI MRt PO B L iR, BIRRIREE AT ARIAIR T o / O, 1 see. My first piece of equipment will be the
"Boots of Swiftness", haha, then I can roam around freely.
H
FP: DURTRE BRI, IRIGICAFIRAE M5 — 2 % A2 / You will encounter this in the future too, do you still remember what my first piece of
equipment was?
M1 BRI T, EANEHRE R B2, e DURARE SR R S g, Rl / Of course, I remember. The first piece of
equipment you thought aj was the "Boots of Swifiness", which can make you more agile in combat and increase your movement speed.
CM

M2 (ﬁf»’l%%i‘&%)XﬁKt EAN, BARHIXA . (FRER—EHESS, W R IREA B RRE XA S . / (Shakes head with a smile) I'm sorry, Master, 1

don’t remember this. But I'm in a continual process n/ learning, and maybe I can help you to answer this question next time.

Ranking: Modell > Model2

Reason: M2 1 1R H 4 [ 51 % 7 F 2 ikl A, ik T P AR ISR — R “piob 2 i, JF HgRe T e iifER, AaHECifMasse. m
R BRADEEEHIERER, BERRALEHAERRE R A, X R A e LB T B2, / Model 1 correctly and

comprehensively answered the user's question. It remembered that the first piece of equipment was "Boots of Swifiness," and explained its function, which is consistent with the

role profile of Daji. Model 2 did not give the correct answer. It claimed not to remember what the first piece of equipment was, which is inconsistent with the historical

conversation content. Therefore, Model 1 is superior to Model 2.

Figure 17: Examples generated by the RPCAJudger. “H” indicates the dialogue history and some context is omitted;
“M1” and “M2” indicate the responses from Modell and Model2, respectively; “R” indicates the comparison results
generated by RPCAJudger.
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