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Abstract

The advancement of text generation models
has granted us the capability to produce co-
herent and convincing text on demand. Yet,
in real-life circumstances, individuals do not
continuously generate text or voice their opin-
ions. For instance, consumers pen product
reviews after weighing the merits and demer-
its of a product, and professional analysts is-
sue reports following significant news releases.
In essence, opinion expression is typically
prompted by particular reasons or signals. De-
spite long-standing developments in opinion
mining, the appropriate timing for expressing
an opinion remains largely unexplored. To ad-
dress this deficit, our study introduces an inno-
vative task - the identification of news-triggered
opinion expressing timing. We ground this task
in the actions of professional stock analysts
and develop a novel dataset for investigation.
Our Generator-Assisted Decision-Focused Ap-
proach (GADFA) is decision-focused, leverag-
ing text generation models to steer the classi-
fication model, thus enhancing overall perfor-
mance. Our experimental findings demonstrate
that the text generated by our model contributes
fresh insights from various angles, effectively
aiding in identifying the optimal timing for
opinion expression.

1 Introduction

Opinion mining has been a popular topic for a long
time (Liu, 2012). We are now able to perform well
in sentiment analysis (Wu and Shi, 2022), aspect-
based sentiment analysis (Ling et al., 2022; Chen
et al., 2022), opinion helpfulness estimation (Diaz
and Ng, 2018), and other opinion understanding
tasks (Chen et al., 2021; Shi et al., 2022). With the
development of large pre-trained language mod-
els, we have also made significant improvements in
synthesizing opinions and arguments (Wachsmuth
et al., 2018; Hua et al., 2019; Schiller et al., 2021;
Chen and Takamura, 2024). Although there are

many discussions on how opinions are generated
and what should be generated, few studies pay at-
tention to when we should generate opinions. Since
models can generate text based on given input at
any time, timing becomes an important issue. For
example, there are many news articles every day,
but professional analysts do not write comments on
every article and only release reports a few times
per year. Following this line of thought, this paper
proposes a novel task: identifying the timing of ex-
pressing opinions. The aim of this task is to learn
when is the proper timing to express opinions.

Professionals’ opinions, attitudes, and behav-
iors are important for the masses’ decision-making
and the future of the field, market, country, and so
on. For example, the opinions of the profession-
als in the Centers for Disease Control and Preven-
tion (CDC) will influence people’s attitudes toward
COVID-19 in the past three years, and politicians’
attitudes will influence the country-level and even
global-level political situations. In the financial
market, the opinions and behaviors of the profes-
sionals are shown to be related to different market
properties (Hirst et al., 1995; Niehaus and Zhang,
2010; Kothari et al., 2016; Kim and Ryu, 2022).
Given the importance of professionals’ opinions,
attitudes, and behaviors, this paper aims to forecast
professional stock analysts’ behaviors based on the
latest publicly-available information, i.e., news.

When the latest news was published, the first
decision that analysts will make is whether they
should write a report to update their view and ex-
plain it to their customers. That is, if the news does
not matter to the company’s operation or stock
price, analysts will not release reports to share
their opinions. Because investors will react to the
released reports (Hirst et al., 1995; Niehaus and
Zhang, 2010), we argue that this is an essential
task in analysts’ behavior modeling, and it is also
considered as the opinion expressing timing iden-
tification task in this paper. To the best of our



10782

knowledge, this paper is the first work to explore
the news-triggered opinion expressing timing iden-
tification task.

Training classification models with all news as
input is an intuitive way to address the proposed
task. However, given the length limitation of mod-
els’ input, generating news summarization before
training a classifier is the other rational direction
for news-triggered classification tasks. Different
from the above directions, this paper attempts to
answer the question of whether we can improve the
performances by adding an opinion generator in the
loop. The rationale of our design for this approach
is that we want to let models mimic the decision
process of professionals. Instead of directly decid-
ing whether to write a report after reading the news,
professionals will first form their opinions toward
the given news, and then further decide whether
to share this opinion with their customers. There-
fore, we propose a Generator-Assisted Decision-
Focused Approach (GADFA), which first trains a
generator to generate analysis based on each news,
and further uses the generated opinions and the
news as models’ input. The important difference
between the generated opinions and summariza-
tions is that opinions contain subjective informa-
tion which is not included in the original articles.
In contrast, summarization is just to rewrite and
shorten the given news.

In sum, this paper makes the following contribu-
tions: (1) We propose a novel task: news-triggered
opinion expressing timing identification with a new
dataset. (2) We design a decision-focused approach
for enhancing the performances. (3) We provide
in-depth discussions on the influence of using dif-
ferent generators and using cross-generators in the
proposed approach, and also analyze the generated
text from several aspects.

2 Related Work

As it is relatively easy to collect textual data, such
as tweets or news articles, and align them with
market prices, numerous datasets have been devel-
oped for predicting market information, including
price movement prediction (Xu and Cohen, 2018;
Li et al., 2020b) and volatility forecasting (Qin
and Yang, 2019; Li et al., 2020a). In our belief,
short-term price movement follows the random
walk hypothesis (Fama, 1995), and several asset
pricing models have adopted this concept to model
asset price movement, such as the Black–Scholes

model (Black and Scholes, 1973) for option pricing.
Building upon this notion, we argue that learning
to make professional decisions is a more tangible
direction. Thus, this paper aligns news articles
with professionals’ behavior, specifically whether
professional analysts will release reports after the
news is published. The proposed task has several
downstream applications. For example, choosing
the timing to share opinions is an important task
when constructing an AI analyst because we expect
the AI analyst to only share important informa-
tion instead of generating numerous unnecessary
explanations. In other words, rather than sharing
generated text continuously, the AI analyst also
needs to select the timing of expressing opinions.

Analysts’ behavior has been a long-standing
topic in financial literature. Some studies focus
on analyzing reports and market reactions. For
instance, Devos et al. (2015) discuss the market
response to changes in analysts’ views, indicat-
ing that analysts’ view changes are informative
for investment, particularly for stocks with less
transparency. Hsieh et al. (2016) examine the read-
ability of reports and its impact on stock returns,
finding that readability plays a significant role in
eliciting positive reactions from the market. Oth-
ers attempt cross-document analysis. Conrad et al.
(2006) explore the relationship between analyst rec-
ommendations and major news. Keith and Stent
(2019) model changes in analysts’ views based on
pragmatic and semantic features of earnings calls.
To summarize our survey, there are existing discus-
sions on analysts’ view changes, but no previous
study has focused on the timing of opinion expres-
sion. Furthermore, there is currently no publicly-
available dataset for investigating the expressing
timing of analysts’ opinions. The dataset proposed
in this paper is the first of its kind released for such
a task.

3 Dataset

3.1 Task Design

While numerous new events occur daily in the fi-
nancial market, originating from various informa-
tion sources, most studies assume that news articles
contain the most up-to-date information and also
summarize information from other documents such
as financial reports or company meetings. Addition-
ally, news articles may report on popular discussion
threads from social media platforms. Therefore, we
have chosen news articles as the primary source of
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Release Report Not Release Report
Train 2,717 2,717
Development 322 322
Test 325 325
Total 6,728

Table 1: Statistics of the dataset.

T = 0 T = 5
One News 3,632 3,051
More Than One News 3,096 3,677

Table 2: Statistics of the number of news.

information for our models.
The proposed task of identifying the timing of

opinion expression triggered by news is defined as
follows. Given the news related to the target stock
from day t − T to t, our objective is to predict
whether at least one professional analyst will re-
lease an analysis report on day t+ 1. In this paper,
we conduct experiments for two different values
of T , namely T = 0 and T = 5, to discuss the
timeliness of the news.

3.2 Dataset Creation Process

To construct the dataset for the proposed task, we
follow a series of steps. Firstly, we download all
analysis reports for the Taiwan stock market from
Bloomberg Terminal.1 Additionally, we obtain the
Chinese news released by two major financial news
vendors, Economic Daily News2 and Commercial
Times.3 Secondly, we align these data based on
their respective release times. It is important to
note that this dataset covers the period from 2014
to 2020, comprising a total of 401,559 news articles
and 40,205 reports. Thirdly, we filter the instances
that have news on day t and at least one report
released on day t + 1. This filtering process re-
sults in 3,364 positive instances labeled as "Release
Report". Instead of randomly selecting negative
instances labeled as “Not Release Report,” we con-
trol the target stock based on the positive instances.
This means that the negative instances are selected
from the same stock pools as the positive instances.
The reason for controlling the target stock is that
previous studies have shown potential bias towards
the target stock in pre-trained models (Chuang and
Yang, 2022) and managers’ gender (Sawhney et al.,
2021). Using this approach, we identify negative

1https://www.bloomberg.com/professional/
products/bloomberg-terminal/

2https://money.udn.com/money/index
3https://ctee.com.tw/
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Figure 1: Distribution of report release date within year.
Dataset and All denote the statistics of the experimental
dataset and all reports from 2014 to 2020, respectively.

instances that have news on day t but no report
released on day t+ 1.

Table 1 presents the number of instances in the
training, development, and test sets. Additionally,
Table 2 provides statistics on the number of news
articles under different settings of T based on the
opinion expressing timing detection dataset. We
observe that when T is set to 0 and 5, 46.16% and
54.65% of instances, respectively, have multiple
news articles. Furthermore, it indicates that 8.64%
((3,677-3,096)/6,728) of stocks are mentioned on
different days during the five-day period. These re-
sults motivate us to explore the timeliness of infor-
mation and the potential benefits of summarizing
multiple news articles in the proposed tasks.

3.3 Distribution of Report Release Date

This section presents statistics on the distribution of
report release dates. Figure 1 illustrates the statis-
tics within the year. In addition to the statistics
based on the experimental dataset, we include the
statistics based on all reports from 2014 to 2020
for comparison. Firstly, the distributions based on
the experimental dataset and all reports are similar.
Secondly, we observe that analysts tend to release
more reports in March, August, and November,
while fewer reports are released in June, Septem-
ber, and December. One reason for the increased
number of reports in March, August, and Novem-
ber is that companies are required to release their
yearly, second-quarter, and third-quarter financial
statements before the end of these months. The
first-quarter financial statement is expected to be
released before the end of May, resulting in the
fourth-highest number of reports in May. Since
professional analysts do not frequently change their
views, the months following the financial statement
release dates, i.e., June, September, and December,
have fewer reports.

https://www.bloomberg.com/professional/products/bloomberg-terminal/
https://www.bloomberg.com/professional/products/bloomberg-terminal/
https://money.udn.com/money/index
https://ctee.com.tw/
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Period Dataset All
Beginning of the month 29.04% 29.73%
Middle of the month 34.48% 35.41%
End of the month 36.47% 34.85%

Table 3: Distribution of release date within month.
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Figure 2: Illustration of the proposed GADFA.

Table 3 presents the distribution of report release
dates within a month. It is observed that analysts
release fewer reports at the beginning of the month,
while the ratios at the middle and end of the month
are similar. This trend can be attributed to the re-
quirement for companies to disclose the previous
month’s revenue before the 10th of each month,
with most companies releasing this information
around that time. Consequently, professionals tend
to release reports during the middle of the month
to incorporate the latest information into their opin-
ions. Nevertheless, there are still instances of re-
ports being released at other times. The proposed
task and dataset serve as a testbed for identifying
the optimal timing of expressing an opinion based
on news information. The provided approach and
dataset offer avenues for future research, such as en-
hancing the performance of the proposed GADFA
or developing a new end-to-end model to address
the proposed task.

4 Method

Figure 2 illustrates the proposed GADFA. The
design of GADFA is inspired by the notion of
decision-focused approaches (Wilder et al., 2019;
Hsu and Tan, 2021; Mandi et al., 2022), which
involve making several predictions first and then
using these predictions as input to an optimization
algorithm for generating a decision. We believe
that this pipeline approach can also be applied to
natural language processing (NLP) applications, as
the generated text can contain multiple information
pieces from different aspects, such as sentiments
and analysis. Considering the behavior model of
professionals, we consider generating an opinion
on the given news and then making further deci-
sions as an ideal way to perform decision-focused
learning for the proposed task.

News

Key takeaways from Quanta’s 1Q22
analyst call included: 1) 1Q22 GMs
dipped to an eight-quarter low due to
inferior product mix and inefficient
production; 2) weak 2Q22 earnings
outlook with both PC demand weak-
ness and supply constraints. . .

Professional Opinion

We believe that QCT could suffer from
a potential slowdown in enterprise
spending, while China hyperscalers’
demand also seems a bit mellowed
down in the near term. We forecast
23%/10% server revenue growth for
Quanta in 2022/23.

Risk Reminder
Key downside risks include margin
erosion in servers and a potential slow-
down of PC demand post Covid-19.

Table 4: Examples of the news, professional opinion,
and risk reminder.

Therefore, the proposed GADFA consists of
three steps. Firstly, the opinion generator generates
a professional opinion based on the given news.
Table 4 presents examples of professional opin-
ions, which include subjective views on whether
investors should buy or sell the related stocks men-
tioned in the news. Secondly, the risk reminder
generator generates a risk reminder based on the
generated opinions. Table 4 provides examples of
risk reminders, which indicate possible risks that
may affect the accuracy of the generated opinion.
Finally, the decision model combines the given
news, generated opinions, and generated risk re-
minders to determine the appropriate timing for
expressing opinions.

As shown in Figure 2, the proposed GADFA con-
sists of two generators and one decision model. We
first generate a professional opinion based on the
given news and then generate a risk reminder based
on the generated opinion. The decision model then
fuses the news, professional opinion, and risk re-
minder to make the final decision on whether to
release a report or not. For the generators, we select
three well-performing pre-trained language models
for comparison:

• Multilingual T5 (mT5) (Xue et al., 2021) cov-
ers 101 languages and was pre-trained on a
Common Crawl-based dataset.

• Pegasus (Zhang et al., 2020)4 is pre-trained
with a masked sentence generation task and
performs well in summarization tasks.

4The Chinese Pegasus is provided in UER toolkit (Zhao
et al., 2019)
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Opinion Generator Risk Reminder Generator
ROUGE-1 ROUGE-2 ROUGE-L BERT Score ROUGE-1 ROUGE-2 ROUGE-L BERT Score

mT5 0.1238 0.0475 0.1195 0.6471 0.6630 0.4878 0.6554 0.8581
Pegasus 0.2098 0.0951 0.1997 0.7034 0.6883 0.5306 0.6801 0.8752
Mengzi T5 0.2397 0.1150 0.2250 0.7061 0.6652 0.5130 0.6591 0.8745

Table 5: Experimental results of opinion generator and risk reminder generator.

• Mengzi T5 (Zhang et al., 2021) uses T5 (Raf-
fel et al., 2020) as a backbone and is pre-
trained for Chinese.

For the decision model, we use the standard
BERT model (bert-base-chinese) (Devlin et al.,
2019) in the proposed approach after comparing it
with CPT (Shao et al., 2021), which is a tailor-made
model for Chinese understanding and generation.

To train the opinion generator, we obtain 2,004
news-opinion pairs from a securities company.
Since all opinions are written by professional an-
alysts in the company, we use this data to fine-
tune pre-trained language models for generating
opinions on the given news. In this experiment,
1,603 (80%) instances are used for training, and
the remaining instances are used for evaluation.
To train the risk reminder generator, we extract
1,356 suggestion-reminder pairs from the reports
collected from the Bloomberg Terminal. These re-
ports are also written by professional analysts, and
the risk reminder is used to indicate possible events
that may affect the accuracy of the suggestion. We
use this data to fine-tune pre-trained language mod-
els for generating risk reminders based on the given
professional opinion. We use 80% of the instances
for training and the rest for evaluation.

5 Experiment

5.1 Opinion and Risk Reminder Generators
To evaluate the results of the generation, we em-
ploy ROUGE (Lin, 2004) and BERT Score (Zhang
et al., 2019) as evaluation metrics. Table 5 presents
the outcomes of different pretrained language mod-
els in professional opinion generation and risk re-
minder generation tasks. In both tasks, the models
demonstrate high BERT Scores. Among the three
models, Mengzi T5 exhibits the best performance
in the professional opinion generation task. We
summarize our observations regarding the gener-
ated opinions as follows: Firstly, mT5 generates
more repeated sentences compared to the other two
models, which is the primary reason for its infe-
rior performance. Secondly, Pegasus and Mengzi
T5 are capable of producing fluent opinions, albeit

with occasional hallucinations such as incorrect
numerals. Thirdly, the generated opinions include
forward-looking perspectives that are not present
in the given news.

In the risk reminder generation task, Pegasus
outperforms other models. We observe that both
ROUGE and BERT Score yield high scores in the
risk reminder generation task. Upon comparing
the generated results with the ground truth, we find
that this phenomenon can be attributed to the fact
that certain companies within the same industry
share identical risks. Consequently, professional
analysts include very similar (sometimes identical)
risk reminders in their reports. Furthermore, the
same company may encounter the same risk in dif-
ferent reports. While the professional opinions may
differ in such reports, the risk reminders remain the
same. This discrepancy in the risk reminder gen-
eration task is the reason why the ROUGE scores
and BERT Scores of the experimental models differ
significantly from those in the professional opinion
generation task.

5.2 Timing Identification

In this section, we evaluate the results of the pro-
posed news-triggered opinion expressing timing
identification task using macro-averaged F1-score.
In addition to using vanilla CPT and BERT as base-
lines, we employ XL-Sum (Hasan et al., 2021)
to summarize the given news, and then substitute
the generated opinion and risk reminder with the
summarization in the proposed approach. Table 6
illustrates the experimental results. Firstly, com-
paring the baseline results reveals that CPT per-
forms worse than BERT. Additionally, including
the abstract of the news articles leads to a decline
in performance. Secondly, we observe that the pro-
posed GADFA demonstrates superior performance
in the proposed task regardless of the generator
used. Thirdly, the proposed GADFA achieves the
best performance when utilizing Mengzi T5 as the
generator for generating both professional opinion
and risk reminder. Lastly, the results also indicate
the importance of timeliness analysis in the task.
Incorporating more recent news (T = 5) proves to
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Method Input of Decision Model T = 0 T = 5
CPT

News
74.31% 70.44%

BERT
75.64% 77.79%

News + XL-Sum Abstract 73.46% 77.25%

GADFA
News + mT5 Professional Opinion and Risk Reminder 77.80% 78.28%
News + Pegasus Professional Opinion and Risk Reminder 77.75% 78.72%
News + Mengzi T5 Professional Opinion and Risk Reminder 78.12% 79.52%

Table 6: Experimental results of news-triggered opinion expressing timing identification task.

Opinion Generator Macro-F1
mT5 76.71%
Pegasus 78.36%
Mengzi T5 78.34%
mT5 + Pegasus + Mengzi T5 78.54%

Table 7: Ablation analysis — Remove risk reminder.

be beneficial in the proposed task.

6 Discussion

6.1 Ablation Analysis

In Table 6, we have already demonstrated the ef-
fectiveness of adding generated opinion and risk
reminder in the proposed task, and we have also
shown that models perform better when using
T = 5.

In this section, we present an ablation analysis
of the proposed GADFA by removing the risk re-
minder from the decision model’s input under the
T = 5 setting. The upper part of Table 7 reveals
that the performances deteriorate when using only
news and generated opinion. Notably, among these
results, we observe that using the professional opin-
ions generated by Pegasus or Mengzi T5 yields bet-
ter performance compared to using those generated
by mT5.

Considering that generators may produce pro-
fessional opinions from different perspectives, we
further explore the scenario of using multiple pro-
fessional opinions generated by different genera-
tors. Specifically, we treat each generator as an
independent expert and incorporate the opinions of
different experts into the decision-making process.
The lower part of Table 7 displays the results of
different combinations. We find that utilizing all
opinions leads to slightly improved performance.
Moreover, the performance achieved by using the
generated opinions of Pegasus or Mengzi T5 in
conjunction with mT5 surpasses that obtained by
using only the generated opinions of mT5.

We further exclude the news from the decision
model’s input to address the following two research
questions: (1) Does the decision model still require

Opinion Generator Macro-F1
mT5 67.45%
Pegasus 67.84%
Mengzi T5 70.58%

Table 8: Ablation analysis — Remove news and risk
reminder.

news for reference despite generating professional
opinions based on the given news? and (2) Does the
performance of the generated results in Table 5 re-
flect the performance in the proposed downstream
task? Table 8 presents the ablation analysis for
these two research questions. Firstly, we observe
that the decision model still relies on news for ref-
erence as the performance experiences a significant
drop when the news is removed. Secondly, we find
a positive correlation between the generation per-
formance presented in Table 5 and the performance
of timing identification. This result suggests that
there might be a positive correlation between the
quality of generation and the performance of the
downstream task.

6.2 Sentiment and Topic

When analyzing opinions, two important aspects
need to be considered: sentiment and topic. To
evaluate the generated opinions and risk reminders
in depth, we employ Stanza (Qi et al., 2020) and
FR2KG (Wang et al., 2021) for sentiment estima-
tion and financial entity extraction, respectively.
Stanza is a linguistic analysis toolkit. We obtain
the sentiment estimation of both the ground truth
and the generated text using Stanza and calculate
the ratio of generated text having the same senti-
ment as the ground truth. FR2KG is a knowledge
graph constructed based on Chinese financial re-
ports. We use the entity list in FR2KG to determine
the extent to which the generated text contains the
same financial entity as the ground truth. If two
contents contain the same financial entity, it implies
that they are discussing similar topics.

Table 9 presents the evaluation results. Firstly,
we observe that Mengzi T5 performs the best when
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Professional Opinion Risk Reminder
Sentiment Entity Sentiment Entity

mT5 25.44% 0.47% 65.68% 72.05%
Pegasus 48.38% 39.96% 71.96% 72.35%
Mengzi T5 49.38% 40.06% 76.01% 79.50%

Table 9: Evaluation from sentiment and entity aspects.

Professional Opinion Risk Reminder
Sentiment Entity Sentiment Entity

mT5 vs. Pegasus 24.94% 25.60% 63.47% 43.76%
mT5 vs. Mengzi T5 29.68% 27.63% 64.57% 70.69%
Pegasus vs. Mengzi T5 52.37% 25.05% 59.78% 47.77%

Table 10: Comparison among the generated text of dif-
ferent generators.

evaluating both sentiment and entity aspects in the
professional opinion generation task. Secondly, in
the risk reminder generation task, although Pegasus
exhibits the best performance in Table 5, Mengzi
T5 outperforms Pegasus in both sentiment and en-
tity aspects. This suggests that one of the possible
reasons why the proposed GADFA performs the
best is when using Mengzi T5 as the generator for
professional opinions and risk reminders. Thirdly,
we notice that mT5 performs significantly worse in
generating the same entity as the ground truth. Fi-
nally, the results align with the findings in Table 5:
generating risk reminders appears to be much eas-
ier than generating professional opinions.

In addition to comparing the generated text with
the ground truth, we provide cross-model compar-
isons in Table 10. Although the generators are
trained on the same training set, the sentiment of
the generated text varies greatly when given the
same news, particularly in the professional opin-
ion generation task. Additionally, Pegasus tends
to generate different entities compared to the other
two models. This phenomenon is evident in the
risk reminder generation task.

6.3 Analysis of Professionals’ and Generated
Opinions

To provide a more in-depth analysis of the events
that trigger professionals’ behaviors, we employ
pointwise mutual information (PMI) to calculate
word-level scores. PMI is a widely used method
for constructing sentiment dictionaries (Khan et al.,
2016), and we believe it can also provide valuable
insights for mining professionals’ behaviors. Apart
from considering the timing of report releases, we
conduct additional analyses to comprehend the fac-
tors that prompt professional analysts to alter their
perspective on a given stock. The PMI score of a

Timing - Release View - Change
lift rates 1.933 honeymoon 2.789
trade war 1.918 end 2.759
interfere 1.892 slow down 2.719
bulk order 1.836 surprise 2.567
exchange rate 1.827 gap 2.496

Table 11: Keywords selected based on PMI score.

word is computed as:

log2
p(w, condition)

p(w)p(condition)
−log2

p(w,¬condition)
p(w)p(¬condition)

,

(1)
Here, w represents the target word in the provided
news, while condition denotes analysts’ behaviors,
such as releasing reports or changing their view.

Table 11 presents the statistical results. Firstly,
we observe a strong correlation between the tim-
ing of report releases and macroeconomic events
such as lift rates, trade wars, exchange rates, as
well as significant company news like bulk orders.
Secondly, we find that changes in views are pri-
marily influenced by changes in status (ending or
slowing down) and unexpected events (surprises or
gaps). It is important to note that "gap" refers to a
substantial rise or fall in stock prices or earnings.

In Table 12, we provide an illustrative example
demonstrating the models’ proficiency in gener-
ating coherent and plausible investment opinions.
Furthermore, both the generation models and pro-
fessional analysts express neutral sentiments to-
wards the given company. However, there exist
some nuanced inaccuracies, which in turn raise ad-
ditional research questions for future investigations.
Firstly, the models may generate false numerical in-
formation, as evidenced by the provided news and
Pegasus’s result (5.032 billion vs. 99 billion). Sec-
ondly, the temporal information in the generated
opinions may differ from that expressed by ana-
lysts, as highlighted by the analyst’s opinion and
Pegasus’s result (2018/19 vs. 2019/20). Thirdly,
estimations differ between analysts’ opinions and
generated opinions, as exemplified by the analyst’s
opinion and Pegasus’s result (3.08/3.17 yuan vs.
3.44/3.68 yuan). These findings prompt the follow-
ing research questions for future investigations:

• How can we generate accurate numerical in-
formation?

• Should the generator be considered faulty
when the generated estimation deviates from
that of professional analysts?
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Given News
Uni-President announced its Q3 financial report last night. The net profit after tax in the third quarter was 5.032 billion yuan, down
8.23% quarter-on-quarter and 11.92% year-on-year. The single-quarter EPS was 0.89 yuan, a relatively large decline.

Analyst

Third-quarter earnings fell short of expectations, mainly due to slower earnings growth at several key subsidiaries. We continue to
view UPC’s high-end product strategy positively, coupled with a 3% cash yield, which is usually a safe haven during market volatility.
However, it is believed that the current stock price upside is limited, mainly due to the slow growth of the Chinese business entering
the off-season and the slow growth of convenience stores due to e-commerce fees. It is recommended to be neutral, and the EPS in
2018/19 is estimated to be 3.08/3.17 yuan.

mT5
The Center believes that the decline in UPC’s net profit after tax in the fourth quarter is expected to increase quarter by quarter, because
1) the Chinese government intends to reduce the pressure through early repayment and lower interest rates. Stress is lessened, so we
remain neutral on Uni-President Enterprises Corporation.

Pegasus

Uni-President’s 3Q19 net profit after tax was 99 billion yuan, lower than expected, mainly due to the group’s deferred capital
expenditures and shipments. Looking forward to the market outlook, we believe that Uni-President will continue to benefit from its
high-value strategy, coupled with the strengthening of Uni-President’s profit rate outlook, and Uni-President’s same-store sales growth
in the second half of 2019 is expected to improve, and we recommend paying close attention. Estimated EPS for 2019/20 are 3.44/3.68
yuan.

Mengzi T5

Although Uni-President’s revenue showed a quarterly decline, Uni-President’s revenue showed a quarter-to-quarter decline that was
slightly lower than expected. We continue to take a positive view on UPC’s high-end product strategy and the recent purchases on
revenue and profit. However, we suggest waiting for a better time, because: 1) China’s business is facing slower consumption upgrades
and intensified competition; 2) UPC has surpassed this year’s Earnings outlook is flat, as e-commerce fee revenue growth momentum
slows and reinvestment gains are modest.

Table 12: Examples of generated opinions.

Professional Opinion Risk Reminder

Analyst

Avg. # Words 93.29 44.56
Unique Token 15,217 2,113
Words from Input 15.33% 49.60%
Positive 46.88% 20.66%
Negative 33.17% 49.08%
Neutral 19.95% 30.26%

mT5

Avg. # Words 66.23 37.77
Unique Token 1,873 915
Words from Input 33.68% 72.54%
Positive 12.72% 21.40%
Negative 3.24% 49.08%
Neutral 84.04% 29.52%

Pegasus

Avg. # Words 63.53 40.20
Unique Token 3,865 1,110
Words from Input 32.91% 74.88%
Positive 46.88% 17.71%
Negative 30.92% 35.43%
Neutral 22.19% 46.86%

Mengzi T5

Avg. # Words 68.08 38.82
Unique Token 3,913 1,054
Words from Input 31.76% 75.41%
Positive 42.14% 19.56%
Negative 30.42% 50.55%
Neutral 27.43% 29.89%

Table 13: Statistics of generated results. The input
of professional opinions is news, and the input of risk
reminders is professional opinions.

• Does numerical information influence the per-
formance of the decision model?

To further analyze the model properties, we
present the statistics of the generated results in
Table 13. Firstly, the models generate shorter texts
than the ground truth for both investment genera-
tion and risk reminder generation tasks. Secondly,
the models utilize fewer tokens compared to the
ground truth, with mT5 employing the least tokens
among the three models. Thirdly, approximately
50% of words in risk reminders can be directly
copied from the input, which is a professional opin-
ion. This is reasonable since the risk of the profes-

sional opinion, which is based on the expectation
of sales growth, would be an event that slows down
the sales growth. For instance, the risk reminder for
the professional opinion "Multiple high-end new
drivers can grow significantly on Silergy’s improv-
ing product offerings and project wins" is "Slower
progress in any of the key growth drivers".

Finally, we analyze the distributions of the sen-
timent using the same tool, Stanza, in Section 6.2.
We observe that Pegasus’s sentiment distribution
in the professional opinion generation task is much
closer to the ground truth’s distribution, while
Mengzi T5’s sentiment distribution in the risk re-
minder generation task is also much closer to the
ground truth’s distribution. Unlike the other two
models, mT5 generates a higher proportion of neu-
tral professional opinions. By comparing the statis-
tics of the ground truth in both tasks, we discover
that analysts tend to write more positive reports
than negative reports. Moreover, risk reminders
are predominantly written in a negative tone rather
than a positive tone.

6.4 Direction for Multimodal Research

In this paper, we posit that decision-making is in-
fluenced by news events, as demonstrated through
experiments with news articles. Additionally, struc-
tured data such as financial statement tables, his-
torical price data, and economic indices also play
a significant role in decision-making. Future stud-
ies will incorporate these data types, introducing
additional agents for comprehensive analysis. This
section introduces a novel approach: chart pattern
analysis generation. Chart pattern analysis, a preva-
lent method in technical analysis, is employed to
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The rally from 1.08.2024 
low at $135.09 unfolded as 
5 waves impulse. So, we 
expected the pullback to 
unfold in 3 swings and find 
buyers again. We will 
explain the structure & 
forecast below: Here is the 
1H Elliott Wave count from 
1.17.2024. We expected the 
pullback to find buyers 
against 1.08.2024 low at 
red 2 in a 3 swing structure 
(ABC).

Historical Price Noted Price Chart Analysis

Figure 3: Example of chart pattern analysis generation.

analyze and predict price movements. Figure 3 il-
lustrates an example. This method extends beyond
mere reliance on numerical values of stock prices
using historical data. Investors annotate charts with
key price levels, as depicted in the annotated price
chart of Figure 3. Subsequently, they perform anal-
yses based on these annotated charts. Despite its
popularity in the investment sector, chart pattern
analysis generation has seldom been explored. This
section initiates the discussion on this topic, pre-
senting preliminary investigations.

We collect the dataset from the Elliott Wave
Forecast Blog.5 All posts on this blog analyze
the price chart based on the same technical anal-
ysis method, Elliott Wave Theory. Elliott Wave
Theory focuses on the patterns of historical prices
and makes forecasts for the price movement based
on the corrective price waves. Finally, we ob-
tained 6,987 chart-argument pairs for the Blog. We
experiment with the transformer-based encoder-
decoder architecture, TrOCR (Li et al., 2021),
which uses BEiT (Bao et al., 2021) as an encoder
and RoBERTa (Liu et al., 2019) as a decoder.
We further explore several representative image
encoders, including DeiT (Touvron et al., 2021),
Swin (Liu et al., 2021), and ViT (Dosovitskiy
et al., 2021). We use BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and LinkBERT (Ya-
sunaga et al., 2022) as decoders.

We adopt ROUGE metrics (Lin, 2004) and
BERTScore (Zhang et al., 2019) for evaluating all
results. Table 14 reports the results. Vit-RoBERTa
performs the best among all permutations. Addi-
tionally, RoBERTa performs the best when using
ViT and Swin encoders, and BERT performs the

5https://elliottwave-forecast.com/

Encoder Decoder ROUGE-1 ROUGE-2 ROUGE-L BERTScore
TrOCR 0.2167 0.0958 0.1517 0.81015

DeiT

BERT 0.2410 0.1120 0.1646 0.82776
RoBERTa 0.2333 0.1083 0.1615 0.82536
LinkBERT 0.2373 0.1118 0.1604 0.83267

Swin

BERT 0.2323 0.1071 0.1588 0.82660
RoBERTa 0.2440 0.1198 0.1685 0.83143
LinkBERT 0.2431 0.1170 0.1665 0.83514

ViT

BERT 0.2336 0.1019 0.1554 0.82535
RoBERTa 0.2444 0.1213 0.1695 0.83311
LinkBERT 0.2361 0.1105 0.1598 0.83283

Table 14: Results of chart pattern analysis generation
task.

best when using DeiT. Surprisingly, LinkBERT,
which performs well in several benchmarks and
contains cross-document knowledge, does not out-
perform its ancestors.

Future studies could build upon our exploration
to further adding multimodal information to the
proposed approach. Generating analysis based on
other documents, such as earning calls (Goldsack
et al., 2024), could also be included.

7 Conclusion

We introduced the task of identifying the timing
of expressing opinions triggered by news and pro-
posed GADFA to address this task. We demon-
strated that augmenting the decision model with
risk reminders improves performance. Various
discussions on model comparison, linguistic fea-
tures, and analyst behavior based on temporal con-
ditions provided a comprehensive understanding of
GADFA and the task. Our approach is extendable
to other professional behavior forecasting tasks,
aligning with the steps involved in the decision-
making process. In the future, we plan to ex-
plore GADFA’s application in domains like clinical
decision-making and forecasting trading behavior.

https://elliottwave-forecast.com/
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Limitations

The limitations of this paper are four-fold as fol-
lows:

1. Due to the data availability, this paper only ex-
plores the proposed task with Chinese data,
and thus cannot claim that the proposed
GADFA is a general approach to any lan-
guages. Future work can use the proposed
approach in other languages’ application sce-
narios.

2. As we mentioned, experts in other fields, such
as CDC’s experts and politicians, also need
to identify the timing of expressing opinions.
However, this paper only explores one appli-
cation scenario, and cannot claim that the pro-
posed approach is also useful in other sce-
narios. We believe that this paper provides a
comprehensive analysis of analysts’ opinion
expression timing. Future works can follow
our line of thought to explore the proposed
task in other domains.

3. Since this paper focuses on the timing identifi-
cation task, we mainly pay attention to the per-
formance of the proposed task. Although we
analyzed the generation results with ROUGE
scores, BERT Scores, sentiment, and entity
aspects, we did not perform the human evalua-
tion on the generated results. Because the per-
formances of the generator used in the experi-
ments were already verified with human eval-
uation when they were proposed, we did not
do human evaluation again. We focused on
how these models influence the performance
of the proposed task. If future work attempt to
improve the performance by proposing a new
generator, we think that it would be great to
compare generators with human evaluation.

4. The decision to write a financial report can be
influenced by the preferences of the financial
analyst. Analysts may have personal prefer-
ences, prior experiences, or relationships with
certain companies that could shape how they
interpret and present financial data. This could
lead to reports that selectively emphasize cer-
tain aspects of a company’s financial situa-
tion. Although this paper primarily addresses
the technical aspects of financial reporting, it
is important to acknowledge that preferences
could affect the objectivity of the reports and,

consequently, the accuracy of the conclusions
drawn. Future work should consider address-
ing how such preference could be minimized
in the financial analysis process.

Impact Statement

Although this paper can help go one more step fur-
ther in opinion mining and automatic stock analysis
assistance, some potential negative outcomes exist
if developers use our method with bad intent (So-
laiman et al., 2019). For example, the NLP-based
trading algorithm would easily be influenced by
changing one word (Xie et al., 2022). We think
that the proposed timing identification task can
also be used to influence the financial market. For
example, the developer can select some timing to
release generated opinions with false information,
and it may lead to large market volatility. However,
we believe that understanding the task and mod-
els’ properties in-depth can also help us avoid this
potential risk.
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https://doi.org/10.18653/v1/2022.acl-long.551
http://arxiv.org/abs/2110.06696
http://arxiv.org/abs/2110.06696
https://huggingface.co/docs/transformers/index
https://huggingface.co/docs/transformers/index
http://fintime.nlpfin.com/
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URL
BERT (Devlin et al., 2019) https://huggingface.co/bert-base-chinese
CPT (Shao et al., 2021) https://huggingface.co/fnlp/cpt-base
XL-Sum (Hasan et al., 2021) https://huggingface.co/spaces/krrishD/csebuetnlp_mT5_multilingual_XLSum
mT5 (Raffel et al., 2020) https://huggingface.co/google/mt5-base
Pegasus (Zhang et al., 2020) https://huggingface.co/uer/pegasus-base-chinese-cluecorpussmall
Mengzi T5 (Zhang et al., 2021) https://huggingface.co/Langboat/mengzi-t5-base

Table 15: Reference for the models in our experiments.

https://huggingface.co/bert-base-chinese
https://huggingface.co/fnlp/cpt-base
https://huggingface.co/spaces/krrishD/csebuetnlp_mT5_multilingual_XLSum
https://huggingface.co/google/mt5-base
https://huggingface.co/uer/pegasus-base-chinese-cluecorpussmall
https://huggingface.co/Langboat/mengzi-t5-base
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