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Abstract

As large language models (LLMs) advance in
their linguistic capacity, understanding how
they capture aspects of language competence
remains a significant challenge. This study
therefore employs psycholinguistic paradigms
in English, which are well-suited for probing
deeper cognitive aspects of language process-
ing, to explore neuron-level representations
in language model across three tasks: sound-
shape association, sound-gender association,
and implicit causality. Our findings indicate
that while GPT-2-XL struggles with the sound-
shape task, it demonstrates human-like abili-
ties in both sound-gender association and im-
plicit causality. Targeted neuron ablation and
activation manipulation reveal a crucial rela-
tionship: When GPT-2-XL displays a linguis-
tic ability, specific neurons correspond to that
competence; conversely, the absence of such an
ability indicates a lack of specialized neurons.
This study is the first to utilize psycholinguistic
experiments to investigate deep language com-
petence at the neuron level, providing a new
level of granularity in model interpretability
and insights into the internal mechanisms driv-
ing language ability in the transformer-based
LLM.

1 Introduction

Large language models (LLMs) perform excep-
tionally well across a wide range of tasks, and
in psycholinguistic experiments, they often ex-
hibit human-like cognitive abilities (Dong et al.,
2024; Dasgupta et al., 2023; Qiu et al., 2023)
in understanding and generating human language.
For example, LLMs can demonstrate the ability
to connect sounds with abstract concepts such as
shapes, recognize gendered language patterns, and
understand causal relationships (Cai et al., 2024).
Despite their impressive capabilities, a key ques-
tion remains: How are these models able to cap-
ture deeper cognitive aspects of human linguis-

tic ability? The mechanisms behind their per-
formance at the level of cognitive linguistic pro-
cessing are still not fully understood (Wei et al.,
2022). In this context, exploring language com-
petence—specifically cognitive processes that mir-
ror those of humans—becomes central to the inter-
pretability of LLMs.

Psycholinguistics, which studies the cognitive
processes underlying language comprehension and
production, offers a robust framework for investi-
gating language competence in LLMs. Through
carefully designed tasks, psycholinguistic research
has uncovered specific linguistic phenomena and
their associated cognitive processes in humans (Ha-
gendorff, 2023; Demszky et al., 2023). Recent
studies have revealed that a small subset of neurons
in language models plays critical roles in model
performance, contributing to specific language abil-
ities or concepts (Templeton, 2024; Elhage et al.,
2022; Mossing et al., 2024). Applying these psy-
cholinguistic tasks and model interpretability meth-
ods to LLMs allows us to examine whether certain
neurons encode language in ways that parallel hu-
man cognition.

Although model interpretability has been widely
studied, few studies have investigated the relation-
ship between individual neurons and psycholin-
guistic processes, leaving a significant gap in our
understanding of how these models encode lan-
guage representations and mimic human cognitive
processing. This study seeks to address this gap
using psycholinguistic tasks to explore the repre-
sentation of language competence at the neuron
level in GPT-2-XL. Furthermore, we perform neu-
ron activation manipulation (Mossing et al., 2024)
to provide causal evidence for the involvement of
specific neurons in linguistic abilities.

We focus on three psycholinguistic experiments,
adapted from Cai et al. (2024): sound-shape associ-
ation (mapping sounds to shapes), sound-gender as-
sociation (recognizing gendered information based
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on phonology) and implicit causality (understand-
ing the assignment of causal roles based on verb
type). Each of these experiments targets a different
aspect of language competence and is particularly
well-suited for probing the cognitive processing
capabilities of LLMs. By examining these tasks at
the neuron level, we aim to provide new insights
into how LLMs encode language competence and
how specific neurons contribute to these complex
linguistic phenomena.

2 Related Work

2.1 Interpretability of Large Language
Models

The interpretability of LLMs has emerged as a cru-
cial research area due to their remarkable perfor-
mance across various tasks (Lin et al., 2019; Elhage
et al., 2021; Arras et al., 2019; Olsson et al., 2022;
Wang et al., 2022; Quirke et al., 2024), offering
insights into the capabilities of neurons and atten-
tion heads. Despite their successes, the opacity of
these models’ mechanism raises questions about
how they achieve such performance and whether
they truly understand language or merely exploit
statistical regularities in data.

Early interpretability studies have focused on an-
alyzing attention mechanisms and layer-wise acti-
vations to understand how LLMs process language
input. In particular, works such as Vig et al. (2020)
and Clark et al. (2019) introduced methods to visu-
alize attention patterns and understand how differ-
ent components of a model contribute to prediction
outcomes. These approaches offer insights into
surface-level processing but provide limited under-
standing of specific linguistic phenomena. How-
ever, these methods largely address token-level phe-
nomena rather than identifying whether individual
neurons encode deeper linguistic principles.

Previous works have made progress using
neuronal-level analysis to probe the interpreting
capacity of the network (Bau et al., 2020; Mu and
Andreas, 2020; Räuker et al., 2023; Mossing et al.,
2024; Tang et al., 2024; Ren et al., 2024). These
studies demonstrated that specific neurons within
LLMs could be correlated with particular tasks
(Song et al., 2024; AlKhamissi et al., 2024) or
linguistic functions, such as identifying syntactic
or semantic roles (Wang et al., 2022; Templeton,
2024; Bricken et al., 2023). However, these studies
still focus on language understanding in a limited
scope, without connecting these neurons to well-

established psycholinguistic concepts or tasks that
tap into cognitive representations of language.

Our work builds on this emerging interest in
neuron-level interpretability by adopting a psy-
cholinguistic approach to explore whether specific
neurons correspond to deeper cognitive aspects
of language competence, rather than mere perfor-
mance on language tasks.

2.2 Psycholinguistics and Neural
Representations

Psycholinguistic research has long been concerned
with uncovering the cognitive processes that un-
derpin language use. Theories in this field suggest
that linguistic competence involves knowledge of
language structure (syntax), meaning (semantics),
and sound (phonology) that humans utilize to com-
prehend and generate language. Numerous exper-
imental paradigms have been developed to study
how the human brain processes these different as-
pects of language. For example, research on sound
symbolism (Köhler, 1967; Cassidy et al., 1999) has
demonstrated that certain sounds are perceived as
inherently associated with particular shapes or con-
cepts, while studies on implicit causality (Garvey
and Caramazza, 1974) have revealed how language
users process and assign causal relations during
sentence comprehension.

These psycholinguistic tasks offer a systematic
and theory-driven way to investigate language com-
petence, which extends beyond superficial linguis-
tic performance. Moreover, psycholinguistic find-
ings provide a rich foundation for evaluating LLMs:
If a model demonstrates the ability to replicate hu-
man performance in such tasks, it suggests that
the model may capture deeper cognitive aspects of
language.

Recent studies have started applying psycholin-
guistic tasks to evaluate LLMs (Hu et al., 2022;
Stella et al., 2023; Duan et al., 2024a). For instance,
Warstadt et al. (2019) and Qiu et al. (2024) used
grammatical acceptability judgments to assess syn-
tactic competence in LLMs, while Ettinger (2020)
and Futrell (2019) have tested models like BERT on
psycholinguistic tasks, including syntactic ambigu-
ity resolution and structural priming, highlighting
both the strengths and limitations of LLMs in mim-
icking human language processing. Michaelov and
Bergen (2023) and Zhou et al. (2024) examined
how LLMs internalize syntactic structures through
structural priming tasks or minimal pairs, while
Huang et al. (2024) assessed their ability to re-
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solve syntactic ambiguity. Used the visual world
paradigm, Wang et al. (2024a) examined gender
bias in language prediction. Additionally, Qiu et al.
(2023) investigated LLMs’ capacity for pragmatic
reasoning. Cai et al. (2024) and Duan et al. (2024b)
performed a systematic evaluation of human-like
language use in models such as ChatGPT and Vi-
cuna, showing that LLMs closely mirror human
language patterns in many respects.

Our study extends this line of work by using
psycholinguistic tasks to examine whether specific
neurons in GPT-2-XL encode representations that
mirror human language competence, providing a
new level of granularity in model interpretability.

2.3 Neuron Ablation and Activation
Techniques

Neuron ablation and activation manipulation have
become increasingly popular methods for investi-
gating the internal mechanisms of neural networks,
including LLMs. Ablation involves selectively dis-
abling certain neurons to assess their contribution
to a model’s performance, while activation manipu-
lation, such as doubling or suppressing activations,
can be used to amplify or diminish a neuron’s in-
fluence on predictions.

The use of ablation techniques has yielded im-
portant insights into neural network behavior. For
example, Zhang et al. (2024) demonstrated that
ablating specific neurons in NLP models could dis-
rupt language performance for many languages,
suggesting that these neurons play a key role in
core linguitics competence. Activation manipula-
tion, though less explored, offers a complementary
approach. By amplifying the activations of select
neurons, researchers can assess how much those
neurons contribute to a model’s behavior. For in-
stance, Mu and Andreas (2020) used activation
enhancement to demonstrate that certain neurons
were crucial for tasks involving factual knowledge
retrieval in LLMs. The combination of ablation
and activation techniques thus provides a powerful
toolkit for exploring neuron-level contributions.

Our study leverages these methods to investigate
the neuron-level encoding of language competence
in GPT-2-XL. We perform targeted ablation of the
top 5/50 most contributory neurons to examine their
role in psycholinguistic tasks. Furthermore, we use
activation manipulation to assess whether amplify-
ing these neurons enhances the model’s ability to
capture psycholinguistic phenomena, adding depth
to our understanding of the role individual neurons

play in linguistic representations.

3 Methodology

3.1 Experimental Setup

This study aims to investigate the neuron-level en-
coding of language competence in GPT-2-XL us-
ing three psycholinguistic tasks in English: sound-
shape association, sound-gender association, and
implicit causality. Each task targets a distinct as-
pect of human language processing, allowing us to
assess whether specific neurons in GPT-2-XL con-
tribute to performance on these tasks in a manner
consistent with human responses.

For each task, the stimuli from original studies
are evenly divided into two parts: probing stim-
uli and testing stimuli. The probing stimuli are
used to identify the neurons that contribute most
to the model’s accurate predictions. Specifically,
by examining the model’s responses to the prob-
ing stimuli, we selected the top neurons that had
the greatest influence on distinguishing between
correct and incorrect token predictions based on
the logit difference between the target token and
a distractor token. This selection process is cru-
cial for isolating the neurons most responsible for
encoding the psycholinguistic phenomena in each
task.

Once the top neurons were identified using
the probing stimuli, we manipulated their activa-
tions—either by ablating (disabling) or enhancing
(doubling) them—to test their causal role in the
model’s performance. The model’s behavior on
the testing stimuli, which were held out from the
neuron selection process, was then evaluated to
determine whether the manipulation of these neu-
rons led to significant changes in the model’s out-
put. This approach allowed us to establish a causal
link between specific neuron activations and the
model’s ability to replicate human-like language
processing in these tasks.

3.2 Sound-Shape Association Task

The sound-shape association task tests whether peo-
ple and LLMs associate certain sounds with spe-
cific shapes. For instance, people often link words
like takete or kiki to spiky shapes, and words like
maluma or bouba to round shapes. Both human
participants and GPT-2-XL were presented with 20
pairs of novel words and asked to decide which re-
ferred to a spiky or round shape, assessing whether
the model mirrors human sound-shape associations.
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Figure 1: The contribution proportion of the top 50
neurons across three different experiments. Each point
represents a neuron. The top 5 are highlighted with
black circular outlines.

As spiky is tokenized more than one token, we used
“A” and “B” to represent the spiky and round shape
categories. These labels were counterbalanced to
avoid introducing bias and to ensure that neuron
selection was not inadvertently driven by a specific
option.

3.3 Sound-Gender Association Task

The sound-gender association task examines
whether people and LLMs infer gender from un-
familiar names based on phonological cues. For
example, names ending in vowels are often associ-
ated with women, while consonant-ending names
are linked to men. Human participants and GPT-2-
XL were asked to complete 16 pairs of preambles
with novel names that either ended in a consonant
or vowel (e.g., Although Pelcrad was sick...vs. Al-
though Pelcra was sick...) to test if the model aligns
with human sound-gender expectations.

3.4 Implicit Causality Task

The implicit causality task investigates how
verbs influence causal attributions in a sentence.
Stimulus-experiencer verbs like scare lead to
subject-attributed causality (e.g., "Gary scared
Anna because he was violent"), while experiencer-
stimulus verbs like fear attribute causality to the
object (e.g., "Gary feared Anna because she was
violent"). Human participants and GPT-2-XL were
given 32 pairs of preambles to test if the model’s
causal attributions align with human patterns.

3.5 Neuron Selection Process
To identify the neurons that contribute most signifi-
cantly to the model’s predictions in each task, we
employed a method based on accumulative direct
effect. The direct effect of a neuron refers to its
influence on the final prediction, calculated by pro-
jecting the neuron’s activation onto the direction of
interest (i.e., the target token minus the distractor
token) in the final residual stream (Mossing et al.,
2024). The accumulative direct effect of neuron
n for a given task across all training items can be
formally defined as:

N∑
i=1

(
a(i)n · ∇

a
(i)
n

log

(
p(target(i))

p(distractor(i))

))

where:

• N is the number of training items,

• a
(i)
n is the activation of neuron n for the i-th

training item,

• ∇
a
(i)
n

is the gradient of the log ratio of proba-
bilities (the direction of interest) with respect
to the neuron’s activation,

• log
(

p(target_token(i))
p(distractor_token(i))

)
is the log ratio of the

probabilities for the correct and incorrect to-
kens in the i-th training item.

This formula calculates the total contribution of
neuron n to the model’s preference for the correct
token over the distractor token across all training
items.

Positive values indicate that a neuron increases
the activation of the target prediction against dis-
tractor prediction, while negative values indicate
that it decreases this activation.

The selection process involved the following
steps: 1) For each task, we computed the direct
effect of each neuron across all probing stimuli.
2) Neurons with the highest accumulative direct
effects were selected. 3) We selected the top 5 and
top 50 neurons for further analysis, representing
the most contributory neurons in each task. The
decision to focus on the top 5 and top 50 neurons
in the analysis is driven by the distinct contribution
patterns (See Figure 1). The top 5 neurons exhibit
a disproportionately higher contribution compared
to the rest, which is crucial for identifying the most
influential neurons in each experiment. This small
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subset allows for a detailed examination of the neu-
rons driving the core dynamics. Previous studies
have shown that a small subset of neurons can dis-
proportionately represent specific abilities or func-
tions (Templeton, 2024).

3.6 Neuron Ablation Procedure

To evaluate the causal role of the selected neu-
rons, we conducted a series of ablation experiments.
The goal was to determine whether the removal of
these neurons would result in a degradation of the
model’s performance on the relevant psycholinguis-
tic tasks.

We followed this procedure for neuron ablation:
First, we ablated the top 5 and top 50 neurons iden-
tified in each task by setting their activations to
zero during inference. We then re-ran the model
on both the probing and testing stimuli to assess
whether the ablated neurons had a direct effect on
the model’s predictions. As a baseline, we con-
ducted random ablation, where 5 and 50 neu-
rons were selected at random and ablated in the
same manner, to control for the possibility that
any random subset of neurons could influence per-
formance. By comparing the performance of the
ablated model to the original model and the ran-
domly ablated model, we aimed to determine the
significance of the selected neurons in each task.

3.7 Neuron Activation Enhancement

To further assess the contribution of individual neu-
rons to task performance, we conducted activation
manipulation experiments. Specifically, we dou-
bled the activation of the selected top neurons to
amplify their influence on the model’s predictions.
This manipulation allows us to test whether in-
creasing the contribution of these neurons improves
the model’s ability to perform on psycholinguistic
tasks.

The activation manipulation was applied to both
the probing and testing stimuli. We hypothesized
that enhancing the activations of the most contrib-
utory neurons would improve the model’s perfor-
mance on the sound-gender and implicit causality
tasks, but not necessarily on the sound-shape task,
where we expect more distributed representations
across neurons.

4 Results

In this section, we present the results of the three
psycholinguistic tasks (sound-shape association,

Figure 2: Model performance of GPT-2-XL on three
psycholinguistic tasks, measured by the logits difference
between the target and distractor for each task.

sound-gender association, and implicit causality)
for both the human participants and the GPT-2-XL
model. We explore the impact of neuron ablation
and activation manipulation on the model’s perfor-
mance, with a focus on the selected top 5 and top
50 neurons for each task.

4.1 Human Response Replication

The human experiments were conducted using
Qualtrics, an online survey tool (Qualtrics, 2024).
Each participant was exposed to only one trial per
experiment, totaling 10 trials across three experi-
ments for this study and seven experiments for an-
other. This design minimized trial-level effects and
allowed for direct comparisons with LLMs, which
were tested under similar conditions by presenting
instructions and stimuli in a single prompt to avoid
context effects within individual conversations. In
the sound-shape association experiment, human
participants tended to assign round-sounding novel
words (e.g., maluma, bouba) to round shapes sig-
nificantly more often than spiky-sounding novel
words (e.g., takete, kiki) (0.83 vs. 0.37; β = 2.28,
SE = 0.28, z = 8.02, p < .001). For the sound-
gender association task, human participants were
more likely to associate vowel-ending names with
female gender than consonant-ending names (0.54
vs. 0.07; β = 3.39, SE = 0.64, z = 5.32, p < .001).
In the implicit causality task, participants attributed
causality to the subject for stimulus-experiencer
(SE) verbs more frequently (0.93 vs. 0.14 for
experiencer-stimulus (ES) verbs; β = 25.50, SE
= 1.31, z = 19.47, p < .001).
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4.2 Model Performance

As shown in Figure 2, GPT-2-XL demonstrated no
significant effect on the sound-shape association
task for either probing (Mean logits difference =
-0.15, SD = 1.07, t(19) = 0.98, p = .17) or test-
ing stimuli (M = 0.13, SD = 0.58, t(19) = -0.62,
p = .730), as the mean logits difference between
target and distractor did not exceed zero. In the
sound-gender association task, the model showed
a marginally significant result on probing stimuli
(M = 0.49, SD = 1.42, t(15) = 1.38, p = .09), and
an almost significant result on testing stimuli (M =
0.51, SD = 1.19, t(15) = 1.72, p = .053). In contrast,
GPT-2-XL performed well on the implicit causality
task, with a significant effect in both probing (M =
0.69, SD = 0.60, t(31) = 6.55, p < .001) and testing
stimuli (M = 0.60, SD = 0.39, t(31) = 8.60, p <
.001).

4.3 Neuron Manipulation

For the two experiments (see Figure 3) where GPT-
2-XL demonstrated human-like language compe-
tence—namely, the sound-gender association task
and implicit causality task—we found distinct ef-
fects from neuron manipulation. In the sound-
gender association task, ablation of the top 5 neu-
rons (0.34 vs. 0.51) and ablation of the top 50
neurons (0.03 vs. 0.51) reduced the model’s per-
formance compared to the original testing model,
and the latter nearly eliminated the effect (top 5
ablation: SD = 1.04, t(15) = 1.29, p = .11; top 50
ablation: SD = 0.95, t(15) = 0.11, p = .46). In
contrast, random ablation of 5 neurons (0.52 vs.
0.51) and 50 neurons (0.52 vs. 0.51) showed lit-
tle impact, remaining close to the original model’s
performance. Doubling the activation of the top 5
neurons (0.74 vs. 0.51) and top 50 neurons (1.13
vs. 0.51) improved the model’s performance. Ran-
dom double activation also improved performance
slightly, with 5 neurons (0.49 vs. 0.51) and 50
neurons (0.52 vs. 0.51), but the effect was less
pronounced than with targeted neuron doubling.

For the implicit causality task, ablation of the
top 5 neurons (0.24 vs. 0.60) and top 50 neurons
(0.04 vs. 0.60) led to a considerable reduction in
performance compared to the original model (top
5 ablation: SD = 0.72, t(31) = 1.92, p = .03; top
50 ablation: SD = 0.14, t(31) = 1.56, p = .065).
In contrast, random ablation of 5 neurons (0.60
vs. 0.60) and 50 neurons (0.57 vs. 0.60) caused
minimal disruption. Doubling the activation of the

top 5 neurons (1.14 vs. 0.60) and top 50 neurons
(3.47 vs. 0.60) led to substantial improvements.
Random double activation showed a positive effect,
though less pronounced (5 neurons: 0.61 vs. 0.60;
50 neurons: 0.60 vs. 0.60).

For the sound-shape association task, where the
model failed to exhibit human-like competence,
neuron manipulation had a different effect. Ablat-
ing the top 5 neurons (-0.06 vs. 0.13) and the top
50 neurons (0.01 vs. 0.13) had negligible effects
compared to the original testing model (top 5 ab-
lation: SD = 1.56, t(19) = -0.16, p = .56; top 50
ablation: SD = 0.39, t(19) = 0.11, p = .46). Ran-
dom ablation for 5 neurons (-0.15 vs. 0.13) and
50 neurons (-0.12 vs. 0.13) produced similar re-
sults. Doubling the activation of the top 5 neurons
(-0.25 vs. 0.13) and top 50 neurons (-0.38 vs. 0.13)
worsened performance. Random double activation
produced minimal change (5 neurons: -0.18 vs.
0.13; 50 neurons: -0.15 vs. 0.13), suggesting the
model’s poor performance in this task might not
rely on a small set of neurons.

These results demonstrate that the effects of
neuron manipulation vary significantly depending
on the task. In the sound-gender association and
implicit causality tasks—where the model exhib-
ited human-like behavior—doubling the activation
of the top neurons led to substantial performance
improvements, while ablating these neurons no-
tably impaired the model’s ability. However, in
the sound-shape association task, where GPT-2-
XL failed to demonstrate any competence, neuron
manipulation had no meaningful impact or even
slightly degraded performance. This suggests that
for tasks where the model has not emerged with a
specific ability, there may not be a corresponding
set of specialized neurons responsible for captur-
ing the relevant phenomena. In contrast, when
GPT-2-XL does exhibit a clear understanding or
competence, as in the sound-gender and implicit
causality tasks, these results indicate that certain
neurons play a crucial role in supporting that lin-
guistic ability.

5 Discussion

This study explores the neuron-level representa-
tions of language competence in GPT-2-XL using
three psycholinguistic tasks: sound-shape associa-
tion, sound-gender association, and implicit causal-
ity. The findings provide new insights into how
language models like GPT-2-XL encode linguistic
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Figure 3: Neuron manipulation results. Effect of neuron manipulation on GPT-2-XL performance, comparing
ablation and double activation of the top 5 and top 50 neurons across three psycholinguistic tasks.

phenomena, and how specific neurons contribute
to these abilities, particularly in tasks where the
model exhibits human-like competence.

This study investigates neuron-level represen-
tations of language competence in GPT-2-XL by
employing three psycholinguistic tasks. Although
GPT-2-XL is no longer the state-of-the-art lan-
guage model, the findings from this study still pro-
vide valuable insights into how transformer-based
model encode linguistic phenomena and the role
of specific neurons in these abilities, particularly
when the model demonstrates human-like compe-
tence.

In the sound-shape association task, the model
did not demonstrate significant competence, nor
did neuron manipulations (ablation or activation
doubling) lead to any meaningful changes in per-
formance. This suggests that GPT-2-XL does not
possess the ability to link sounds to shapes in the
same way that humans do. The lack of significant
effects from neuron manipulation indicates that this
task might not be captured at the neuron level, or
the model may not have learned to associate pho-
netic properties with abstract concepts like shape.

In contrast, the model showed human-like be-
havior in the sound-gender association and im-
plicit causality tasks. Here, specific neurons were
found to contribute significantly to the model’s
ability to make appropriate predictions. In the
sound-gender association task, where GPT-2-XL
marginally replicated the human tendency to asso-

ciate vowel-ending names with a female gender,
neuron manipulation played a key role. Doubling
the activation of the most contributory neurons led
to improvements in the model’s performance, sug-
gesting that these neurons were crucial for captur-
ing the subtle phonology-gender associations.

The most compelling results were observed in
the implicit causality task, where the model ex-
hibited strong competence in replicating human-
like causal attributions based on verb types (e.g.,
stimulus-experiencer versus experiencer-stimulus
verbs). Ablating the top neurons significantly im-
paired the model’s performance, while doubling
their activation greatly enhanced it. These findings
suggest that language abilities—like the model’s
understanding of implicit causality—are likely en-
coded in specific sets of neurons, and manipulating
these neurons directly impacts the model’s compe-
tence in the task.

These results contribute to ongoing discussions
about model interpretability, particularly at the neu-
ron level (AlKhamissi et al., 2024; Tang et al.,
2024; Wang et al., 2024b). The finding that cer-
tain neurons are strongly linked to specific linguis-
tic phenomena, especially when the model shows
human-like competence, underscores the impor-
tance of neuron-level analyses for understanding
how LLMs process and represent language. When
the model demonstrates language abilities, these
abilities appear to correspond to identifiable neu-
rons, suggesting that these neurons play a critical
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role in language use and understanding.
However, the lack of significant results in the

sound-shape association task highlights the limita-
tions of the model’s internal representations. Un-
like tasks where the model exhibited clear com-
petence, this task may require a more complex or
distributed representation that GPT-2-XL has not
learned, or it may involve cognitive processing that
the model is simply not capable of replicating. This
raises further questions about the scope of LLMs’
linguistic abilities and how they relate to specific
neuron-level representations.

Overall, the study provides evidence that cer-
tain linguistic tasks can be mapped to specific neu-
rons in GPT-2-XL, particularly in cases where the
model demonstrates a human-like language ability.
These findings reinforce the importance of using
psycholinguistic tasks to probe language models
and better understand their internal representations
and limitations.

6 Conclusion

This study presents the first investigation into the
neuron-level representations of language compe-
tence in GPT-2-XL using psycholinguistic tasks.
By exploring sound-shape association, sound-
gender association, and implicit causality, we
sought to understand how specific neurons con-
tribute to the model’s linguistic abilities and to what
extent these abilities align with human cognition.

The findings suggest that when GPT-2-XL ex-
hibits human-like competence in a given task, such
as in the sound-gender association and implicit
causality experiments, the model’s performance
can be linked to specific neurons. Manipulating
these neurons—either through ablation or activa-
tion—reveals the critical role they play in support-
ing the model’s linguistic abilities. This connec-
tion between neuron function and language com-
petence provides valuable insights into model in-
terpretability and the underlying mechanisms that
enable LLMs to perform complex linguistic tasks.

However, the model’s failure to demonstrate
competence in the sound-shape association task,
along with the lack of effect from neuron manipu-
lation, underscores the limitations of GPT-2-XL’s
internal representations. This suggests that some as-
pects of language competence, particularly those in-
volving abstract associations like sound and shape,
may not be easily captured. In conclusion, this
study demonstrates that psycholinguistic tasks of-

fer a powerful framework for probing neuron-level
representations in language models. By linking lan-
guage abilities to specific neurons, we can begin to
unravel the complexities of how LLMs process lan-
guage, offering new avenues for improving model
interpretability and guiding future developments in
NLP. Future research could extend these findings
by exploring additional psycholinguistic phenom-
ena, investigating other LLM architectures, and
identifying ways to enhance models’ representa-
tions of language competence across a wider range
of tasks.

7 Limitation

While this study offers valuable insights into the
neuron-level representations of language compe-
tence in GPT-2-XL, it is not without its limitations.
One primary limitation is the use of GPT-2-XL,
an older and smaller model compared to more re-
cent and larger transformer models such as Llama
3.2. These newer models have demonstrated more
advanced capabilities and may exhibit different pat-
terns of neuron activation and linguistic compe-
tence, which could provide more refined or gen-
eralized findings. Due to computational resource
constraints, we focused on GPT-2-XL; however,
future work should extend these methods to more
advanced models.

Additionally, our focus on three psycholinguis-
tic tasks (sound-shape association, sound-gender
association, and implicit causality) provides a rel-
atively narrow view of the full range of cognitive
processes involved in human language. While these
tasks capture key aspects of language competence,
they do not encompass the breadth of linguistic phe-
nomena that psycholinguistic research could probe.
Expanding the variety of tasks could help provide a
more comprehensive understanding of how LLMs
encode different dimensions of language compe-
tence.

The last limitation is the granularity of the neu-
ron manipulation techniques. While we performed
targeted ablations and activations, these manipula-
tions operate at the level of individual neurons or
small neuron groups, which may overlook the con-
tribution of more distributed or representations that
require a network-wide approach to fully under-
stand. Some linguistic abilities may rely on more
complex, diffuse neuron interactions that were not
captured by our methodology.
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