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Abstract

Script Event Prediction (SEP) aims to fore-
cast the next event in a sequence from a list
of candidates. Traditional methods often use
pre-trained language models to model event
associations but struggle with semantic ambi-
guity and embedding bias. Semantic ambigu-
ity arises from the multiple meanings of iden-
tical words and insufficient consideration of
event arguments, while embedding bias results
from assigning similar word embeddings to
event pairs with similar lexical features, despite
their different meanings. To address above is-
sues, we propose a the Semantic and Sentiment
Dual-enhanced Generative Model (SSD-GM).
SSD-GM leverages two types of script event
information to enhance the generative model.
Specifically, it employs a GNN-based seman-
tic structure aggregator to integrate the event-
centric structure information, thereby mitigat-
ing the impact of semantic ambiguity. Further-
more, we find that local sentiment variability
effectively reduces biases in event embeddings,
while maintaining global sentiment consistency
enhances predictive accuracy. As a result, SSD-
GM adeptly captures both global and local sen-
timent of events through its sentiment informa-
tion awareness mechanism. Extensive exper-
iments on the Multi-Choice Narrative Cloze
(MCNC) task demonstrate that our approach
achieves better results than other state-of-the-
art baselines.

1 Introduction

Script represents a form of structured knowledge
derived from textual data, encompassing a se-
quence of events. Recent attention has focused
on narrative event chains(Chambers and Jurafsky,
2008), where events involving a common par-
ticipant (the protagonist) are ordered temporally.
Script Event Prediction (SEP) uses this structure
to predict the next event in a sequence from a
list of candidates. Figure 1 presents a restaurant
script involving sequences of events that occurs
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Figure 1: An example of a simplified SEP task that
describes how semantic structure and sentiment infor-
mation enhance the SEP task. AMR enriches the rep-
resentation of events by parsing out additional seman-
tic information marked in red. The global sentiment
consistency contributes to event prediction, and local
sentiment can address event embedding biases.

when a person orders the food. This approach
supports various NLP tasks, such as discourse un-
derstanding(Lee and Goldwasser, 2019) and story
generation(Chaturvedi et al., 2017). Early works
(Granroth-Wilding and Clark, 2016; Wang et al.,
2018) used embedding methods (e.g., Word2Vec)
to calculate similarities between event candidates
and script events. After that, some works(Lv
et al., 2020) attempted to leverage masked language
model (MLM) (Liu, 2019) to obtain better event
representations and they all achieved a substantial
improvement.

Despite promising results achieved by these
methods, some challenges still remain, particularly
concerning event semantic ambiguity and event em-
bedding bias. While pre-trained models offer some
disambiguation, they are not fully effective alone.
Through further research, we found that incorporat-
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ing semantic structure and sentiment information
significantly improves handling these issues.

Regarding event semantic ambiguity, existing
methods represent each event with a verb and three
arguments(e.g., subject, object, and indirect ob-
ject). But it often fails to capture the full meaning
of events due to three main limitations:(1) Ambi-
guity in verbs can lead to misunderstandings. For
instance, in Figure 1, the verb “order” can be in-
terpreted as either a “sequence” or a “command,”
making the intended meaning unclear. (2) Head-
words do not always adequately describe the par-
ticipant types. Although some methods might in-
fer participant types from headwords, they often
fail to distinguish between entities like “Bob” and
“waiter” in the event “Waiter served Bob dinner.”
(3) Missing arguments can obscure event mean-
ing; for instance, "felt dinner delicious" lacks the
subject "Bob", leading to incorrect inferences by
models. Abstract Meaning Representation (AMR)
(Banarescu et al., 2013) parsing addresses these
issues by offering clearer semantic distinctions and
identifying missing elements. For example, AMR
parses "order" as "01-ordering food" and identi-
fies "Bob" and "waiter" correctly, also recovering
missing subjects like "Bob."

Event embedding bias arises because pre-trained
models often reflect only superficial semantics. As
a result, event pairs with high lexical overlap may
have similar embeddings despite differing mean-
ings. Incorporating sentiment helps differentiate be-
tween events. For instance, “Bob give an apology”
and “Bob give a praise” have different sentiments,
and incorporating sentiment into event representa-
tions helps differentiate between these events.

In this paper, we propose the Semantic and Senti-
ment Dual-enhanced Generative Model (SSD-GM).
To tackle semantic ambiguity, SSD-GM employs
AMR to provide clearer event representations and
correct missing elements. We utilize AMR tools to
convert event sequences into AMR graphs. Then,
we employ a Relational Graph Convolutional Net-
work (RGCN)-based semantic relation aggregation
module to consolidate semantic structure informa-
tion. This semantic relation aggregation module
maintains consistency between semantic structures
and basic sentences while integrating global fea-
tures by propagating local information along the
graph paths. We incorporate a heterogeneous in-
formation fusion mechanism which optimizes in-
formation from diverse sources. To resolve embed-
ding bias, SSD-GM incorporates a sentiment infor-
mation awareness module that captures both global
and local sentiments, mitigates embedding biases

through local sentiment variance, and guides the
prediction of subsequent events through sentiment
consistency. To summarize, our main contributions
are highlighted as follows:

• We propose SSD-GM, a novel model that com-
bines semantic structure and sentiment awareness
to tackle event semantic ambiguity and embedding
bias in SEP.

• We introduce a semantic structure aggregator
that combines original sentences with AMR for
clearer semantics and reduced ambiguity. Our sen-
timent awareness module further captures global
and local sentiments to improve differentiation and
address embedding bias.

• Experimental results on the multi-choice nar-
rative cloze (MCNC) task show that our approach
outperforms existing state-of-the-art baselines.

2 The Proposed Approach

Script event prediction involves forecasting the
most probable subsequent event given a se-
quence of events. Formally, with a script
X = {x1, . . . , xn} and event candidates Y =
{y1, . . . , ym}, where xi and yj represent events,
the objective is to select the most likely subse-
quent event yt from Y . Each event xi is de-
fined by a tuple xi = (aiv, a

i
s, a

i
o, a

i
p), includ-

ing four arguments: subject as, verb av, object
ao, and indirect object ap (Granroth-Wilding and
Clark, 2016). If any argument is missing, it is
represented as null. For instance, the event tu-
ple x = serve(waiter, bob, dinner) conveys “The
waiter serves Bob dinner.” In this task, the model
is designed to learn and compute the conditional
probability distribution P (yi | X) for each event
candidate yi (i ∈ 1, . . . ,m), given the script
X . Consequently, considering that generative pre-
trained models have achieved remarkable advance-
ments in nlp downstream tasks, we leverage Con-
trastive Fine-Tuning BART (Zhu et al., 2023) as
the foundational architecture for our model to effec-
tively model the conditional probability distribution
P (Y | X).

In this section, we introduce the proposed model.
Figure 3 illustrates the overall architecture of the
SSD-GM model.

2.1 Script Event Encoding
For a more comprehensive application of the script,
we concatenate the script events to form an event
sequence S = {x1, x2, . . . , xn}. We then use the
BART encoder to obtain the embedding for each
word in the event sequence. BART combines ele-
ments from both bidirectional and autoregressive
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Figure 2: An example of AMR Preprocessing, where
yellow represents the verb node and blue represents
other event elements.

models. By encoding information bidirectionally,
BART can capture context from both directions in a
sentence, while its autoregressive decoding allows
for effective generation of coherent and contextu-
ally relevant text. The sequence S is initially for-
matted as “<s>x1<SEP>x2<SEP>. . .xn<s>,” with
each event separated by the <SEP> token. Since the
<SEP> token is not available in the BART model,
we use “.” as the separator. The output embed-
ding (last hidden states) from the BART encoder is
also the resulting event sequence embedding and is
denoted as H = {h1, h2, ..., hn}.

2.2 Semantic Structure Aggregator

The central tenet of the Semantic Structure Ag-
gregator is to enhance the semantic enrichment
of event embeddings through the incorporation of
explicit semantic structural information, thereby
effectively mitigating event semantic ambiguity.

2.2.1 AMR Preprocessing
Following this, we elaborate on the details of the
Semantic Structure Aggregator, including AMR
preprocessing, the semantic relation aggregate, and
the heterogeneous information fusion.

AMR Graph Construction: To leverage the
semantic structure of AMR for script event predic-
tion, we first employ an AMR parser to convert
the event sequence text into an AMR graph. As
shown in Figure 2, it contains fine-grained node
and edge types. We use the off-the-shelf parser
SPRING (Bevilacqua et al., 2021) to ensure high-
quality AMR outputs. In the AMR graph, the nodes
indicate specific semantic elements and the edges
indicate the semantic roles among them. Table 1
lists the semantic roles used in the AMR graph.

AMR Relations Aligning: We then add inverse
edges to all the edges in the AMR graph to form the
final semantic graph, making it reachable between
any two nodes. Then, we align the parsed AMR
using the aligner LEAMR(Blodgett and Schneider,

Semantic Roles Types
ARG0, ARG1, ARG2, ... Core Roles

op1, op2, op3, op4 Operators
manner, instrument, topic, ... Means

time, year, weekday,... Temporal
Other semantic roles Others

Table 1: Semantic roles in the AMR graphs

2021). This alignment allows us to reconstruct the
AMR relations between words in event sequences,
resulting in a transformed AMR where words serve
as nodes.

Embedding: Once alignment is complete, we
have transformed AMRs, which can be considered
as event sequences annotated with AMR relations.
We need to obtain their embedding to facilitate
later representation learning by the model. For
words in the event sequence, which are also the
nodes in the AMR, we use BERT (Devlin, 2018) to
encode the words (nodes) in the event sequence to
obtain embeddings for subsequent representation
learning. For the edges in the AMR, we represent
the relationships between nodes using an adjacency
matrix R = {rij | 1 ≤ i, j ≤ n}, where rij is the
embedding of the edge label between words vi and
word vj . Edge label embeddings are also obtained
from the pre-trained model.

2.2.2 Semantic Relation Aggregate
SEP requires the model to fully understand what
each event describes. To model the semantic param-
eters and associative relationships of events, SSD-
GM aggregates event-centric information from the
constructed semantic structure graph.

The graph convolutional network excels at aggre-
gating information from neighboring nodes, which
suits the semantic structure of data. We use a
RGCN as proposed by Schlichtkrull et al. (2018) to
consolidate semantic information from surrounding
nodes. The RGCN updates node representations
with:

hl+1
i = σ

∑
r∈R

∑
j∈Nr

i

1

ci,r
W l

rh
l
j +W l

0h
l
i


Here, R is the set of relationship types, N r

i de-
notes neighbors connected by relationship r, ci,r
is the size of N r

i , and W l
r and W l

0 are trainable pa-
rameters. The function σ is a non-linear activation
function. The initial feature vectors of the nodes are
given by h0i and h0j . This layer-wise propagation
process updates each node’s features based on local
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Figure 3: An illustration diagram of the proposed model.

neighborhood information, capturing complex pat-
terns in the graph’s relational structure. The final
node representations are HA = {h1, h2, ..., hn},
where n is the number of nodes.

2.2.3 Heterogeneous Information fusion
In order to better integrate information from dif-
ferent sources, SSD-GM takes the original event
representation H and the HA derived from AMR
structures into the conventional attention mecha-
nism. This integration is articulated in the follow-
ing formulation:

AR = softmax
(
HWQ × (HAWK)T√

dw

)
Here, the input vectors H and HA are input vectors
with d dimensions, while WQ and WK are learn-
able weights, with the same size of Rd×d. With
HA , attention outputs are further guided by the
semantic information from AMRs, which improves
the efficient attention to semantic keywords.

In addition, we introduced the gating mechanism
into the semantic enhanced self-attention, as fol-
lows:

G = sigmoid(HWG)

HR = (HWV )AR ⊙G

In these expressions, WG and WV represent sets of
trainable parameters, and G functions as a gating
matrix. Given that a minority of words within a
sentence typically carry significant meaning, this
gating mechanism is instrumental in filtering out
irrelevant background noise. This, in turn, facili-
tates the model’s ability to concentrate on the more
pivotal words, thereby enhancing the overall effec-

tiveness of the attention mechanism.
Finally, with all these above calculations includ-

ing, we obtain the semantic-enhanced representa-
tion HR = {h1, h2, . . . , hn} for subsequent task.

2.3 Sentiment Information Awareness

To enhance the effectiveness of event sentiment
in differentiating between similar event pairs, we
propose the development of a Sentiment Awareness
Module designed to capture both global and local
sentiments associated with events.

2.3.1 Local Sentiment
Local sentiment involves mapping the emotional
reactions of participants to vector representations,
thus highlighting how individuals perceive and re-
spond to events. This method helps address se-
mantic biases, allowing for a more accurate dis-
tinction between events that, despite sharing sim-
ilar wording, convey very different emotional un-
dertones. For instance, consider the statements
“Bob gives an apology” and “Bob gives praise.”
Although the structure of the two events might ap-
pear alike, the emotions they trigger in Bob are
quite distinct. After “Bob gives an apology,” he is
likely to feel regret or remorse, while after “Bob
gives praise,” he would likely experience pride or
satisfaction. These emotional subtleties are key to
differentiating between events that may seem super-
ficially similar but are emotionally divergent. We
use SentiWSP (Fan et al., 2022), which translates
these event words (W = w1, w2, ..., wn) into binary
sentiment classifications: positive (labeled as 1),
neutral (labeled as 0), or negative (labeled as -1).
The local sentiment polarity of an event pli is then
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determined via SentiWSP. The sentiment labels
for each event are concatenated to get embedding
HL = {pl1, pl2, ..., pln}.

2.3.2 Global Sentiment
Global sentiment refers to the overall emotional
trajectory across a sequence of events. This holistic
perspective on emotional consistency can also play
a significant role in predicting subsequent events
within a given task. Likewise, we use SentiWSP,
which is also skilled at capturing the emotional
information in the long term to obtain a global sen-
timent label embedding HG for the entire sequence
of events.

2.4 Auto-regressive Generative Inference
We combine the representations derived from the
three components to form the final event sequence
representation as the BART decoder input, which is
denoted as Hfinal and is achieved by concatenating
the separate representations: HR, HL, and HG.

With the auto-regressive generative model
BART, the output embedding (last hidden states)
from the BART decoder is the conditional proba-
bility distribution P (Hfinal | S).

According to P (Hfinal | S), each event can-
didate yi calculates the probability P (yi | X).
Since each event candidate has a different num-
ber of tokens, to avoid the model favoring shorter
event candidates, we compute the mean of the log-
probabilities of the verbalizer tokens for each event
as the score oi for the event candidate yi. Specifi-
cally:

oi =
1

Nyi

Nyi∑
n=2

logPLM(yn | Xm, y1:n−1)

where Nyi is the number of tokens in the event
candidate yi. We then use the softmax function to
calculate the final score si for each event candidate
yi:

si =
exp(oi)∑M

k=1 exp(ok)

where M is the total number of event candidates.
Finally, we define the loss function as follows:

Lcot = − log(st)+
1

M − 1

M∑
i=1
i ̸=t

(
si

1− st
) log(

si
1− st

)

where t denotes the index of the correct event can-
didate yt, and M is the number of event candidates.
The first term of the loss function is the conven-
tional softmax cross-entropy objective, which aims

Original Dataset Public Dataset
Train set 1,440,295 40,331
Dev set 10,000 10,000
Test set 10,000 10,000

Table 2: The statistics of the reproduced original
dataset(Granroth-Wilding and Clark, 2016) and the pub-
lic dataset(Zhu et al., 2023).

to maximize the probability of the correct event can-
didate. The second term, inspired by (Chen et al.,
2019), maximizes the entropy of the probabilities
for the negative event candidates conditioned on
the correct event candidate yt not occurring.

3 Experiments

In this section, we introduce the datasets, experi-
mental setting, and compared baselines. Experi-
mental results show our method achieves state-of-
the-art performance on the multichoice narrative
cloze (MCNC) task. We then perform an ablation
study and model training comparison to understand
the effect of the model’s key components and their
variants on performance. Finally, we conduct a
case study to show how our model predicts the
subsequent event.

3.1 Datasets
We use two datasets to evaluate the proposed frame-
work. Basic statistics of the two datasets are shown
in Table 2.

MCNC public dataset: Li et al. (2018) extract
event chains from the New York Times portion of
the Gigaword corpus (Graff et al., 2003) following
Granroth-Wilding and Clark (2016). Specifically,
it uses news categorized as “story” from the year
1994 to 2004. It utilizes the C&C tool (Curran
et al., 2007) for event extraction and OpenNLP 4
for coreference resolution.

MCNC original dataset: Zhu et al. (2023) re-
produce the extraction of event chains and obtain
a larger data set in the same way. They manually
filter the extremely short event chains and truncate
the long event chains so that the length of the re-
maining event chain (defined as script) is nine. The
last event of the script is used for the positive event
candidate. Negative event candidates are randomly
sampled, where the protagonist is kept the same
as the protagonist of the current script, and other
arguments (object or indirect object) are replaced
randomly by other arguments from the same docu-
ment.

For both the “original” and “public” datasets,
each instance has five event candidates, of which
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only one choice is correct. To demonstrate the
effectiveness of our proposed approach, we choose
to evaluate our model on both.

3.2 Experimental Settings

To compare with baselines of different sizes of
datasets, we conduct experiments on BARTbase

and BARTlarge. The model is optimized by Adam
(Kingma, 2014). The learning rate and weight de-
cay are 1e-5 and 1e-6. Our model uses an early
stop strategy to select the best epoch, with patience
set to 5. For BARTbase and BARTlarge, the batch
size is set as 64 and 32, respectively. All the exper-
iments are conducted on NVIDIA GeForce RTX
4090. Accuracy is adopted as the evaluation metric.

3.3 Baselines

We apply the following representative methods as
baselines. We divided them into the following cate-
gories:

Event Representations: 1) Event-Comp
(Granroth-Wilding and Clark, 2016) uses the train-
ing objectives like Word2Vec (Mikolov et al., 2013)
to learn event embeddings and calculates pairwise
similarities between script events and event can-
didates. 2) Pair-LSTM (Wang et al., 2017) uses
LSTM to model the narrative order of script events.
3) SAM-Net (Lv et al., 2019) uses LSTM and self-
attention mechanism to capture diverse event seg-
ments. 4) MCPredictor (Bai et al., 2021) obtains
event representations from pretrained Word2Vec
and enhances them with original sentence repre-
sentations obtained by pretrained BERT. Moreover,
multiple similar event chains are utilized to ag-
gregate script-level information to help select the
subsequent event. 5) SCPredictor-s is an abla-
tion of MCPredictor, removing additional simi-
lar scripts and the original sentence information.
6) BART (Lewis, 2019) fine-tunes the pre-trained
model BART with a linear classifier. 7) Two-stage
BART (Zhu et al., 2023) was trained in two phases,
using task-centered and contrast fine-tuning.

Methods Enhanced with Structured Informa-
tion: 1) RoBERTa + Know. Model (Zhou et al.,
2021) learns a knowledge model from ASER to pre-
dict event relations. 2) SGNN (Li et al., 2018) con-
structs a narrative event evolution graph via verb
con-occurrence frequency to obtain more effective
event representations. 3) GraphBERT (Du et al.,
2022) builds an event graph similar to SGNN and
enhances BERT with the event graph. 4) SCpre-
dictor (Bai et al., 2021) explores the original sen-
tences of each event to enhance SCPredictor-s. 5)
ASER-Enhancement (Zhou et al., 2021) incorpo-

rates eventuality knowledge graph ASER (activi-
ties, states, events, and their relations) to predict
the subsequent event. 6) REP (Bai et al., 2023)
explores the rich event description parsed from
Abstract Meaning Representation (AMR) to boost
the event prediction. 7) EventBERT (Zhou et al.,
2022a) pretrains RoBERTa on BOOKCORPUS
(Zhu et al. 2015) with three self-supervised con-
trastive learning objectives. 8) ClarET (Zhou et al.,
2022b) pretrains BART on BOOKCORPUS with
three additional self-supervised objectives.

Method Accuracy(%) Category
EventComp 49.57 w/o ext.
PairLSTM 50.83 w/o ext.
SGNN 52.45 w/o ext.
SAM-Net 54.48 w/o ext.
GraphBERT 60.72 w/o ext.
RoBERTalarge + Know. Model 59.99 w/ ext.
ASER Enhancement 58.66 w/ ext.
BARTbase 60.00 w/o ext.
Two-stage BARTbase 62.54 w/o ext.
SSD-GM (BARTbase) 63.91 w/ ext.

Table 3: Base model accuracy on the test set of the
public dataset. "ext." is short for external knowledge.

Method Accuracy(%) Category
EventBERT 63.50 w/ ext.
RoBERTalarge + Know. Model 63.62 w/ ext.
ClarET 64.61 w/ ext.
Two-stage BARTlarge 64.82 w/o ext.
SSD-GM (BARTlarge) 65.19 w/ ext.

Table 4: Large model accuracy on the test set of the
public dataset.

3.4 Overall Performance Comparison

We first present the main experimental results of
the widely-used “public” dataset in Table 3 and Ta-
ble 4 using the base and large model, respectively,
in order to align with the existing baselines for
comparable parameters. Though prior researchers
mentioned that a 1% improvement in accuracy for
SEP is challenging. We can draw the following ob-
servations from the results on two model settings:
1). Our approach achieves the new state-of-the-art
performance with a comparable amount of param-
eters and obtains a 1.37% improvement over the
best baseline, Two-stage BART. Two-stage BART
is modeled by a two-stage fine-tuned BART model;
however, like traditional pre-trained language mod-
els, Two-stage BART ignores the importance of se-
mantic structure for event representation and distin-
guishing between embeddings of similar events. 2).
Moreover, our approach even outperforms strong
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baselines that perform heavy event-centric post-
pretraining such as ClarET and Two-stage BART.
It demonstrates that more extensive semantic struc-
ture information can lead to more precise event
representation knowledge.

Then, we evaluate our approach on the origi-
nal dataset, present the experimental results in Ta-
ble 4, and observe the following key findings: 1).
Our method still achieves comparable performance
to MCPredictor and Two-stage BART, although
MCPredictor improves performance by 8.35% with
additional original sentence and multi-script knowl-
edge aggregation, which is also inconvenient for
applying the model to downstream tasks. 2). It is
noteworthy that methods employing direct repre-
sentations of events using AMR exhibit relatively
poorer performance. This is attributed to the vari-
ability in the number of event arguments, which
hampers the training efficacy of predictive models.

Method Accuracy(%) Category
EventComp 50.19 w/o ext.
PairLSTM 50.32 w/o ext.
SGNN 52.30 w/o ext.
SAM-Net 55.60 w/o ext.
SCPredictor-s 58.79 w/o ext.
SCPredictor 66.24 w/ ext.
MCPredictor 67.05 w/ ext.
REP 60.08 w/ ext.
Two-stage BARTbase 67.21 w/o ext.
SSD-GM (BARTbase) 68.32 w/ ext.

Table 5: Base model accuracy on the test set of the
original dataset.

3.5 Comparison with Large Language Models
We observe that generative LLMs like ChatGPT
1, Claude-3-5-sonnet and Llama 3.1 70b are chal-
lenged for script event prediction tasks in the zero-
shot setting. We adopted an in-context learning
approach for zero-shot tasks and designed a prompt
specifically tailored for the script event prediction
task, as shown in Table 6. As shown in Table 6,
GPT-3.5 and Llama 3.1 70B, with accuracy scores
of 28.36% and 39.32%, demonstrate comparable
difficulties in modeling event dependencies. These
models’ performance underscores the challenges
LLMs face in capturing the detailed and dynamic
nature of event interactions. Claude-3-5-sonnet
and GPT-4o, while showing some level of improve-
ment over earlier models, still fall short in their
ability to model the nuanced interactions between
events. Smaller supervised models perform better

1https://openai.com/research/gpt-4
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Figure 4: Visualizing the impact of AMR and sentiment
for generative model.

than zero-shot LLMs in this domain, which can be
attributed to their challenges in effectively model-
ing the intricate relationships between events.

3.6 Ablation Study
Table 7 shows our ablation analysis for our ap-
proach. We first investigated the impact of the
semantic structure aggregator (row1) and found
that the model’s performance dropped by 2.59%
without this stage. This is because the model can
leverage semantic structural information to resolve
ambiguities in event semantics. Enhanced quality
in event representation enables the model to learn
more comprehensive and nuanced knowledge. Sec-
ond, when we remove our sentiment information
awareness (row2), we observe that the sentiment
information awareness is crucial because it enables
the model to distinguish between similar event
pairs and predict subsequent events within a given
emotion topic. Moreover, it is better to aggregate
the semantic structure relation in our method in-
stead of the GCN and CompGCN (Vashishth et al.,
2019) (row3, row4) methods due to the advantages
of polymerized heterogeneous edges. Finally, we
explore the importance of the two types of senti-
ment information. We find that our introduced local
sentiment information (row5) is slightly better than
the global sentiment information (row6), which
shows the importance of the distinction between
similar events for the task.

3.7 Case Study
We conducted a case study in our dataset to demon-
strate the importance of aggregating AMR seman-
tic structure information and sentiment information
for our model, and to illustrate how SSD-GM pre-
dicts correct answers. As shown in the Figure 4,
SSD-GM generates a score for each token in a
candidate event in an autoregressive method, with
lower scores indicating higher generation proba-
bilities. Compared to the traditional model, the
lower the generation probability of SSD-GM for
wrong candidate events, the higher the generation
probability of SSD-GM for correct answers.

https://openai.com/research/gpt-4
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Component Description
Task Description Assume you are a script event prediction classifier. Given a script event chain

composed of 8 events ordered chronologically and a candidate event set com-
posed of 5 candidate events, you need to select the most likely next event from
the candidate event list.

Input Format A script event chain consisting of 8 events, ordered chronologically, and a
candidate event set of 5 candidate events.

Output Format The output must be only one character: A, B, C, D, or E, corresponding to the
most likely next event.

Constraints The output is restricted to one character only. No additional explanation or text
should be provided.

Table 6: Prompt Design for Script Event Prediction

Methods Public dataset Original dataset
SSD-GM (BARTbase) 63.91 68.32
GPT-3.5 28.36 28.71
GPT-4o 47.97 48.21
Claude-3-5-sonnet 47.24 47.40
Llama 3.1 70B 39.32 43.69

Table 7: Comparison of accuracy with Large Language
Models on the test set in public Dataset

Method Accuracy(%)
SSD-GM (BARTbase) 63.91
w/o semantic structure aggregator 61.32
w/o sentiment information awareness 62.42
replace with GCN 62.89
replace with CompGCN 63.39
w/o global sentiment information 63.55
w/o local sentiment information 62.98

Table 8: Ablation study of our SSD-GM model accuracy
on the test set of the public dataset.

4 Related Work

Script event prediction was introduced by Cham-
bers and Jurafsky (2008) through the narrative
cloze task, where a missing event in a narrative
is predicted based on co-occurrence frequencies.
In this context, an event is defined as a verb and its
dependency. Granroth-Wilding and Clark (2016)
expanded this by defining events as verbs and their
arguments (subject, object, indirect object) and pro-
posed the MCNC task, which selects the next event
from a set of candidates based on the narrative
chain. The MCNC task has since become the stan-
dard benchmark for evaluating script event predic-
tion models.

Early approaches, such as Granroth-Wilding and
Clark (2016), employed Word2Vec to represent
events and inferred probabilities based on simi-
larities but overlooked the narrative order. Later
studies (Wang et al., 2017; Lv et al., 2019) ad-

dressed this by integrating LSTM networks to cap-
ture the narrative sequence. Progress in understand-
ing event relations has taken two primary direc-
tions. The first employs graph-based methods: Li
et al. (2018) created a narrative event graph us-
ing verb co-occurrence and applied graph neural
networks for enhanced event representation. Gao
et al. (2022) introduced contrastive learning and
clustering techniques, while Du et al. (2022) com-
bined BERT with graph neural networks to incorpo-
rate event graph information. The second direction
uses discourse-based methods: Lee et al. (2020)
constructed a narrative event graph by extracting
discourse relations and reformulated the task as
link prediction. Bai et al. (2021) and others (Lv
et al., 2020) enhanced event representations by in-
tegrating knowledge graphs. However, discourse-
based methods are often hindered by limited rela-
tion types and sparse event graphs.

5 Conclusion

In this paper, we address the challenges in Script
Event Prediction (SEP), which involves forecasting
the next event in a given sequence from a set of can-
didates. Traditional methods struggle with event
semantic ambiguity and embedding bias—issues
arising from varied interpretations of similar vocab-
ulary and the indistinguishable embeddings of re-
lated event pairs. To overcome these challenges, we
propose a novel model integrating Semantic Struc-
ture and Sentiment Awareness (SSD-GM). Our ap-
proach begins with the Semantic Structure Aggre-
gator, which enhances event representation using
AMR. We then introduce an AMR-based semantic
relation integration module to extract event-centric
structural information and develop a heterogeneous
information fusion mechanism to refine event fea-
tures. Additionally, we incorporate a Sentiment
Information Awareness Module to capture both
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global and local sentiments of events, improving
the differentiation between similar event pairs. Ex-
tensive experiments on the multi-choice narrative
cloze (MCNC) task show that our SSD-GM model
significantly outperforms existing state-of-the-art
methods.
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7 Limitations

Despite the advancements presented in our arti-
cle, there are notable limitations that should be
acknowledged. One significant limitation is the
reliance on AMR for enhancing event represen-
tation, which may not fully capture the dynamic
and contextual variations of events across diverse
narratives. Additionally, the effectiveness of the
Sentiment Information Awareness Module, while
promising, is contingent on the quality and gran-
ularity of sentiment analysis, which can be chal-
lenging in cases of nuanced or ambiguous emo-
tional content. Furthermore, our experiments were
conducted primarily on the multi-choice narrative
cloze (MCNC) task, which may not generalize
across all script event prediction scenarios or other
types of event-centric tasks. Future work should
explore these aspects further and test the model’s
applicability to a broader range of datasets and
tasks to validate its robustness and adaptability.
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