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Abstract

Large language models (LLMs) have revolu-
tionized various domains but still struggle with
non-Latin scripts and low-resource languages.
This paper addresses the critical challenge of
improving multilingual performance without
extensive fine-tuning. We introduce a novel dy-
namic learning approach that optimizes prompt
strategy, embedding model, and LLM per query
at runtime. By adapting configurations dynami-
cally, our method achieves significant improve-
ments over static, best and random baselines. It
operates efficiently in both offline and online
settings, generalizing seamlessly across new
languages and datasets. Leveraging Retrieval-
Augmented Generation (RAG) with state-of-
the-art multilingual embeddings, we achieve su-
perior task performance across diverse linguis-
tic contexts. Through systematic investigation
and evaluation across 18 diverse languages us-
ing popular question-answering (QA) datasets
we show our approach results in 10-15% im-
provements in multilingual performance over
pre-trained models and 4x gains compared to
fine-tuned, language-specific models.

1 Introduction & Related Work

Large Language Models (LLMs), such as Chat-
GPT (OpenAI, 2023), Gemini (Team et al., 2023),
and Claude (AI, 2023), have driven significant
advancements in artificial intelligence (AI), set-
ting new benchmarks for performance across a
wide range of tasks (Brown et al., 2020; Ouyang
et al., 2022; OpenAI, 2023). They excel in di-
verse applications, including search engines, office
tools, and critical sectors like health, education,
and agriculture (Shiksha, 2024; FarmerChat, 2024;
KhanAcademy, 2024; M365Copilots, 2023). By
transforming workflows, LLMs are rapidly becom-
ing essential in real-world systems, revolutionizing
approaches to complex tasks across domains.

*Equal Contributions

However, despite their widespread success,
LLMs remain predominantly optimized for English
and Latin-script languages, creating significant lim-
itations in non-English and multilingual environ-
ments (Ahuja et al., 2023a,b; Khanuja et al., 2021).

Method Accuracy
LLama2 70B 8.5
Mistral 7B instruct 29.6
Cohere 78.8
Palm2 76.5
GPT3.5 60.1
GPT4 71.5
TULR-XXL 84.6

Table 1: Performance comparison
across various models for TyDiQA.

Although
efforts have
been made to
extend LLM
capabilities to
low-resource
languages
through
fine-tuning
and smaller,
specialized
models (Gala et al., 2024; Abdin et al., 2024),
their performance in multilingual tasks still
lags behind state-of-the-art (SOTA) multilingual
models like TULRv6 and XLMR (Goyal et al.,
2021). A comparative analysis, shown in Table 1,
highlights this performance gap across LLMs
such as GPT-3.5, GPT-4, Palm2, and LLaMA2
on the TyDiQA multilingual QA dataset, where
they consistently underperform relative to models
specifically designed for multilingual tasks.

To bridge the performance gap in multilin-
gual LLMs, two key research directions have
emerged (Qin et al., 2024; Huang et al., 2024).
The first focuses on enhancing foundational models
with additional multilingual data, such as Cohere
AI’s Aya 101 (Üstün et al., 2024), which curates
instructions across 99 languages. However, this
approach has limitations. Data scarcity for low-
resource languages remains critical, leading to sub-
optimal performance during pre-training (Hämmerl
et al., 2022; Wang et al., 2020). Additionally, the
computational cost of training models across mul-
tiple languages is prohibitive, making fine-tuning
impractical for many researchers (Qin et al., 2024;
Liu et al., 2024). Even after fine-tuning, models
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often struggle to generalize beyond the languages
or tasks they were trained on, as seen in Sarvam
2B (Sarvam, 2024; AI, 2024; Xu et al., 2024),
which underperforms on Indian languages excluded
from its training data.

The second direction aims to improve pre-
trained LLMs through optimized external configu-
rations, focusing on (1) Prompt Strategies, (2)
Embedding Models, and (3) Model Selection.
While various prompt strategies (e.g., Chain-of-
Thought, cross-lingual prompts) have improved
specific tasks (Wei et al., 2022; Shi et al., 2022;
Nguyen et al., 2024; Li et al., 2024), no sin-
gle approach works consistently across all lan-
guages (Zhao and Schütze, 2021; Huang et al.,
2022; Fu et al., 2022; Lin et al., 2021). For instance,
Chain-of-Thought prompting improves reasoning
in English (Wei et al., 2022; Lai and Nissim, 2024)
but struggles with languages like Finnish or Tamil.

Embedding models like OpenAI’s text-
embedding-3 and Cohere’s multilingual v3.0 (Ope-
nAI, 2024; Cohere, 2024) have significantly
boosted multilingual performance in question-
answering tasks, yet selecting the right embedding
remains challenging as performance varies across
languages. Furthermore, the release of new
LLMs exacerbates the Model Selection Dilemma,
where model performance varies widely across
languages and retraining models for each version
is impractical due to resource constraints.

Most prior work relies on static configura-
tions—where a single prompt strategy or embed-
ding is applied to specific tasks (Qin et al., 2024;
Huang et al., 2024). This falls short in multilin-
gual contexts due to linguistic diversity. For ex-
ample, strategies optimized for English may fail in
languages like Japanese or Arabic, while embed-
dings designed for Indo-European languages may
struggle with tonal languages like Mandarin (Ahuja
et al., 2023a,b). These challenges emphasize the
need for real-time, dynamic approaches that adapt
to each language’s unique requirements without re-
quiring costly retraining. This is crucial in multilin-
gual settings where a one-size-fits-all configuration
is unlikely to succeed.

Our work addresses this gap with a dynamic
runtime selection framework. Unlike static con-
figurations, our approach dynamically selects the
best combination of prompt, model, and embed-
ding for each query based on the task and lan-
guage. For instance, a French query may use a
model fine-tuned for Western European languages

and a prompt strategy that handles gendered nouns,
while a Hindi query might employ a strategy suited
for free word order and compound verbs. This
real-time adaptability ensures each query receives
an accurate, context-aware response tailored to its
linguistic structure.

Our key contributions are twofold:
1. Hybrid Approach: We integrate LLM-

generated responses with multilingual embed-
dings in a Retrieval-Augmented Generation
(RAG) setup. This hybrid model improves
document retrieval and text generation, en-
hancing coherence and relevance, while ad-
dressing performance gaps in multilingual
tasks. By using language-specific embed-
dings, we bridge cross-lingual understanding,
achieving superior results, especially in low-
resource languages.

2. Dynamic Learning Framework: We in-
troduce a dynamic configuration framework
that optimizes runtime selection of prompts,
LLMs, and embeddings. Powered by a
lightweight transformer, this framework gen-
eralizes across tasks, languages, and datasets
without retraining for each domain, reducing
computational overhead. By selecting optimal
configurations in real time, it ensures adapt-
ability to new LLMs, embedding models, or
prompt strategies as they emerge.

Our hybrid dynamic learning architecture com-
bines LLMs with convolutional layers, support-
ing both offline and online learning. It addresses
three key needs: (i) Offline Learning, leveraging
ground-truth data for optimal configuration in con-
trolled settings; (ii) Online Adaptability, adjust-
ing dynamically to real-time inputs and distribution
shifts; and (iii) Language and Dataset Flexibil-
ity, maintaining high performance across diverse
linguistic and contextual variations.

We validate our approach using the IndicQA
and TyDiQA QA datasets, which encompass 18
languages. Our framework demonstrates a 10-15%
improvement in multilingual performance com-
pared to existing pre-trained LLMs, and signifi-
cantly outperforms fine-tuned models optimized for
specific languages, such as Ambari (HuggingFace,
b), Airavata (HuggingFace, a), and Navarasa (Hug-
gingFace, c), with performance gains exceeding 4x.
These results demonstrate the superiority of our
dynamic approach, which outperforms both static
models and fine-tuned, language-specific solutions.

While we evaluate on QA tasks, our dynamic
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Figure 1: Examples showing the limitations in the GT answer in IndicQA dataset.

framework is versatile and extends to other mul-
tilingual applications. By decoupling task perfor-
mance from any single model, prompt, or embed-
ding, it provides an efficient, scalable solution for
overcoming LLM limitations in non-English and
low-resource languages.

2 Multilingual Tasks, Datasets & their
Limitations

In this work, we focus on RAG-based Question
Answering (QA) tasks, demonstrating the model’s
ability to deliver accurate responses by leveraging
external text context.

2.1 Dataset
Table 2: Datasets

IndicQA TyDiQA
Lang # Q Lang # Q

as 1789 bn 180
bn 1763 te 874
gu 2017 fi 1031
hi 1547 ko 414
kn 1517 ru 1079
ml 1589 ar 1314
mr 1604 en 654
or 1680 id 773
pa 1542 sw 596
ta 1804
te 1734

We utilize two
prominent multilin-
gual QA datasets
that includes 18 di-
verse languages (see
Table 2) from high
to medium to low
resource including
Latin and Non-Latin
scripts (we follow
ISO 639-1 language
code standards in
the remaining of the paper (Wikipedia)):

1.IndicQA (AI4Bharat, 2022): A curated
dataset in 11 Indic languages sourced from
Wikipedia on topics related to Indic culture and
history, comprising over 18,000 questions.

2.TyDiQA (Clark et al., 2020): This dataset cov-
ers 9 typologically diverse languages. Our exper-
iments focus on the Gold-P task, where only the
gold answer passage is provided rather than the
entire Wikipedia article.

2.2 Evaluation Metrics for Multilingual QA
F1 score is the commonly used metric in QA
tasks (Rajpurkar et al., 2016), compares individ-
ual words in predictions to the True Answer. While
SQuAD-F1 is standard for English QA evaluation,
MLQA-F1 (Lewis et al., 2019) offers additional
preprocessing for fair multilingual evaluation, in-
cluding stripping Unicode punctuations and stand-

alone articles. Hence, we adopt MLQA-F1 as our
evaluation metric.

2.3 Limitations of Current Datasets &
Evaluation Approach

Many multilingual evaluation datasets were devel-
oped before the advent of Large Language Models
(LLMs), posing two key challenges:
Challenge 1: Limited Ground

Truth (GT). These datasets usually contain
only one answer per question, though multiple se-
mantically correct answers may exist, particularly
in real-world and conversational contexts.
Challenge 2: Strict Evaluation
Metrics. The standard F1 scoring at the word
level leads to significant penalties for minor
variations in answers, especially when only a
single GT is available.

Figure 1 demonstrates these challenges using the
IndicQA dataset for Kannada and Marathi. Al-
though generated responses are factually correct,
they differ slightly from the single GT answer, re-
sulting in low or zero MLQA-F1 scores. This un-
derscores the limitations of both the dataset’s GT
and the evaluation method.

One solution is to enrich GTs by including
all valid alternatives, but this requires extensive
and costly data collection. To overcome this, we
introduce GPTAnnotator, leveraging an LLM
(e.g., GPT-4) to validate predicted answers. This
builds on previous work where GPT models are
used as evaluators and annotators for diverse tasks.
GPTAnnotator assesses predicted responses by
comparing them to the original GT and outputs
three options: YES for semantically correct an-
swers, NO for mismatches, and PARTIAL for partial
matches. GPTAnnotator enriches the GT with
correct answers, creating a more comprehensive
reference set (see Appendix 11 for prompts).

To further refine evaluations, we propose
GPTAnnotator-F1, an F1 score calculated
against the enriched GT with multiple valid an-
swers. In contrast, the traditional MLQA-F1 score
compares predictions against the original, limited
GT. Both are F1 metrics but differ in the number
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of answers they evaluate against (MLQA-F1 uses
a single-answer GT, while GPTAnnotator-F1
considers multiple correct answers).
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Figure 2: Compari-
son of MLQA-F1 and
GPTAnnotator-F1.

We validated
GPTAnnotator-
F1 by se-
lecting 100
questions from
the IndicQA
dataset (across
six languages)
and comparing
the results
with human
annotations (HumanAnnotator-Score).
Human annotators were native speakers and
were given clear instructions for annotations. As
shown in Figure 2 MLQA-F1 scores differed from
human annotations by an average of 25% (with a
maximum of 51%), exposing the limitations of
current GTs. In contrast, GPTAnnotator-F1
reduced the error difference by 30%, aligning
more closely to human judgment. Thus, providing
a more accurate reflection of LLM performance.
In the subsequent sections, we present results
using both MLQA-F1 and GPTAnnotator-F1
metrics.

Limitations of GPTAnnotator: GPTAnnota-
tor’s quality depends on the LLM’s performance in
the target language. Designers should check bench-
marks/baselines or run small-scale human evalua-
tions to compare annotations. If discrepancies are
significant, the LLM may not be suitable. Despite
some limitations, our evaluations show GPTAnno-
tator aligns well with human annotators, proving
effective across languages.

3 Prompt Strategies for Polyglot LLMs

Effective prompt design is critical for improv-
ing generative models, especially in multilingual
tasks (Sahoo et al., 2024). Crafting prompts is al-
ready challenging in monolingual English (Yang
et al., 2022), and becomes more complex across di-
verse languages due to differences in syntax, gram-
mar, and lexicon. Various prompt strategies have
been proposed, each with its advantages and limi-
tations across languages (Ahuja et al., 2023a,b).

Chain-of-Thought prompting (Wei et al., 2022;
Lai and Nissim, 2024) excels in reasoning tasks
but struggles with morphologically complex lan-
guages like Korean. Self-Translation (Gao et al.,

2024), where models refine responses across lan-
guages, can cause inconsistencies, particularly
in low-resource languages. Linguistic Feature
Prompting (Nie et al., 2024; Messina et al., 2023)
encodes syntactic or semantic features directly into
prompts, aiding models in languages with com-
plex grammar. Finally, Aggregation strategies,
which combine responses from multiple prompt
types, offer a way to mitigate prompt-specific weak-
nesses (Wang et al., 2023; Lin et al., 2021).

However, no single strategy works best across
all languages. Success depends on factors such
as language-specific traits, task complexity, and
resource availability.

Selected Strategies from Prior Work. From
the variety of prompt strategies available, we se-
lected five that consistently showed the best perfor-
mance across tasks and languages. These strategies
may not be universally optimal, but they provide
strong results in our multilingual experiments.

1. Monolingual (Mono): Instruction, context,
and examples are provided in the source language.
This works well for high-resource languages but
underperforms for low-resource ones (Ahuja et al.,
2023a).

2. Translate-Test (Trans): Instructions and
contexts are translated into English, leveraging
the model’s strengths in English before back-
translating the output to the source language. How-
ever, translation errors can affect accuracy in low-
resource languages (Agrawal et al., 2024; Ghafoor
et al., 2021).

3. Similar High-Resourced Language (Sim):
Roundtripping through a linguistically similar high-
resource or medium-resource language (chosen
based on lang2vec (Littell et al., 2017)) improves
performance by capturing linguistic similarities bet-
ter than direct English translation, especially for
related languages. More details in Appendix 7.

4. Aggregation Source (Agg_Src): Combines
responses from multiple strategies (Mono, Trans,
Sim) to form a final answer in the source lan-
guage. Though computationally expensive, this
leads to more coherent, accurate answers (Wang
et al., 2023).

5. Aggregation Translate (Agg_Trans): Aggre-
gates responses in English before back-translating
to the source language. While translation chal-
lenges exist, high-quality translation systems make
this approach effective.

Other approaches like self-translation and lin-
guistic feature-based prompting are viable but
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MLQA-F1 GPTAnnotator-F1
GPT-4Turbo GPT3.5Turbo Mixtral GPT-4Turbo GPT3.5Turbo Mixtral

Mono 0.51 0.43 0.15 0.71 0.71 0.31
Trans 0.36 0.37 0.33 0.80 0.80 0.68
Sim 0.30 0.28 0.19 0.70 0.70 0.44
Agg_Src 0.51 0.43 0.20 0.73 0.73 0.39
Agg_Trans 0.35 0.38 0.33 0.79 0.79 0.68

Table 3: Performance of different Prompting strategies for IndicQA.

Metrics Models Ada Adav3 XLMR Cohere

MLQA-F1

GPT4T 0.51 0.5 0.54 0.58

GPT3.5 0.43 0.43 0.39 0.44

GPTAnno
GPT4T 0.8 0.8 0.8 0.82

GPT3.5 0.8 0.8 0.8 0.81

Table 4: Hybrid approach perfor-
mance on IndicQA.

MLQA-F1 GPTAnnotator-F1

Lang GPT3.5 GPT4T GPT3.5 GPT4T

as Ada Cohere Ada Ada

bn Cohere Cohere Ada Ada

gu Ada Cohere Cohere Cohere

hi Cohere Cohere Ada Cohere

kn Ada Cohere Cohere Cohere

ml Cohere Cohere Cohere Cohere

mr Ada Cohere Cohere Cohere

or Adav3 Ada Ada Ada

pa Adav3 Adav3 Cohere Ada

ta Cohere Cohere Cohere Cohere

te Cohere Cohere Cohere Cohere

Table 5: Embedding preference
IndicQA.

MLQA-F1 GPTAnnotator-F1

Lang GPT3.5 GPT4T GPT3.5 GPT4T

ar Ada Adav3 Ada Adav3

bn Ada Ada Ada Ada

en Cohere XLMR Cohere XLMR

fi Ada Ada Ada Ada

id Ada Adav3 Ada Adav3

ko Ada XLMR Ada XLMR

ru Ada Ada Ada Ada

sw Ada Adav3 Ada Adav3

te Ada Cohere Ada Cohere

Table 6: Embedding preference
TyDiQA.

didn’t perform consistently. We tested both zero-
shot and few-shot setups, finding that few-shot ex-
amples consistently improved performance. Future
advancements in example selection and in-context
learning will further enhance these strategies.

Prompting Strategies Results. Our results high-
light three key findings:

1. No Universal Best Strategy: No sin-
gle prompt strategy works best across all mod-
els and languages. For GPT-4Turbo and
GPT3.5Turbo, Mono and Agg_Src excel,
while Mixtral favors Trans and Agg_Trans.
Translation-based strategies work better for low-
resource languages like Tamil and Telugu due to
limited data availability.
2. Strategy Sensitivity to Metrics: Performance
varies based on the evaluation metric. For ex-
ample, GPTAnnotator-F1 favors Trans and
Agg_Trans, while MLQA-F1 shows better re-
sults with Mono and Agg_Src.
3. Comparable Performance with Metric Vari-
ation: While MLQA-F1 suggests GPT-4Turbo
outperforms GPT3.5Turbo, enriching ground
truth and using GPTAnnotator-F1 reveals com-
parable performance, with a 28% overall improve-
ment in accuracy for GPT3.5Turbo. This un-
derscores the importance of metric selection when
evaluating models.
Summary: Prompt strategies significantly boost
multilingual model performance, but no single ap-
proach is universally superior across models, met-
rics, or languages. The GPTAnnotator-F1met-

ric, in particular, levels the performance gap be-
tween GPT3.5Turbo and GPT-4Turbo.

4 Hybrid Approach: Synthesizing LLM
Generation with Multilingual
Embeddings

While LLMs excel in response synthesis, improv-
ing multilingual performance requires robust mul-
tilingual embeddings. GPT models, primarily
trained on English data, use the default embedding
model (text-embedding-ada-002, or ada), which un-
derperforms in multilingual contexts. In contrast,
state-of-the-art multilingual models like XLMR-
XXL (Goyal et al., 2021) and Cohere (embed-
multilingual-v3.0) (Cohere, 2024) demonstrate su-
perior results due to their diverse language training.

We leverage a hybrid approach that combines
the cross-lingual understanding of multilingual
embeddings with the text-generation abilities of
LLMs. We experiment with GPT’s default ada
embeddings, an improved variant (adav3) (Ope-
nAI, 2024), and state-of-the-art multilingual em-
beddings like XLMR-XXL (Goyal et al., 2021) and
Cohere v3 (Cohere, 2024).

Performance Analysis. Table 4 illustrates the
maximum performance achieved by each embed-
ding (ada, adav3, xlmr, cohere) for GPT-4Turbo
and GPT3.5Turbo models across all languages
and prompt strategies for IndicQA. Cohere, a
multilingual embedding, enhances GPT-4Turbo
performance by up to 7% and 2% compared to de-
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fault ada embeddings when using MLQA-F1 and
GPTAnnotator-F1 metrics. This indicates a
significant improvement in multilingual task perfor-
mance with multilingual embeddings coupled with
LLM generation. While marginal improvements
are observed in GPT3.5Turbo with multilingual
embeddings, mainly due to poor LLM generation
with GPT3.5Turbo rather than multilingual con-
tent retrieval.

Additionally, Table 5 and 6 indicates the pre-
ferred embedding for each language that yields
the best performance. Generally, multilingual
embeddings, particularly Cohere, are preferred
for IndicQA. Similar trends are observed in
TyDiQA, as detailed in Appendix 9.

Summary: The hybrid approach boosts perfor-
mance by up to 7% on the GPT-4Turbo model.
However, there’s no universal best prompt strat-
egy, model, or embedding that performs optimally
across datasets and languages.

5 Dynamic Learning Approach to
Improve Multilingual Performance

Motivation: A one-size-fits-all solution does not
exist for selecting the best combination of prompt
strategy, embeddings, and LLM for different lan-
guages. This raises the key question: Can we dy-
namically determine the optimal configuration for
each query to maximize multilingual performance?

To address this, we propose a learning approach
that dynamically selects the optimal configuration
per query, meeting three key requirements: (i) Of-
fline Learning: It learns the best configuration us-
ing ground truth data offline, (ii) Online Learning:
It adapts in real-time, adjusting for new data and
distribution shifts, and (iii) Language and Dataset
Adaptability: It remains flexible across languages
and datasets, ensuring robust performance.

Hybrid Architecture: Our solution combines
LLMs with convolutional layers to dynamically
select the best configuration across LLM models,
embeddings, and prompt strategies. LLMs generate
high-dimensional representations, which are fed
into ND convolutional layers that extract features
across dimensions, predicting task accuracy (F1
score) per query. By comparing predicted scores,
we select the optimal configuration for each task
and language, for both offline and online learning.

Prior efforts like LOVM (Zohar et al., 2024),
(Liu et al., 2023) and HuggingGPT (Shen et al.,
2024) focus on optimizing model selection for a
single parameter. In contrast, our approach selects

the optimal combination of LLM model, prompt
strategy, and embeddings, tackling a complex, high-
dimensional search space.

In our architecture, we predict F1 scores for each
configuration, generating a SoftMax output as a
probability distribution. Sampling configurations
from this distribution in online settings allows for
controlled entropy and exploration of diverse con-
figurations, helping mitigate bias, especially with
out-of-distribution data.

Architecture details. The architecture lever-
ages the LLaMa-2-70B-hf model for embedding
generation. The traditional sampling head is re-
placed by a set of Conv-ND layers (Vizcaíno et al.,
2021), denoted as H, which predict the F1 Score
for each configuration. The LLaMa-2-70B-hf (Tou-
vron et al., 2023) backbone, B, embeds the Task
Description T , into task embeddings ET and config-
uration embeddings Ci into ECi .

These embeddings are then arranged into an
ND array of size Re×n1×n2×n3...nm , where m is
the number of parameters (e.g., language model,
embedding model, prompt strategies, so m = 3).
Each ni represents the number of possibilities for
each parameter (e.g., three LLMs (GPT-4Turbo,
GPT3.5Turbo, Mixtral), four embedding
models (adav2,adav3,XLMR,cohere), five prompt
strategies (Mono, Trans, Sim, Agg_Src,
Agg_Trans)). The embedding projection size
e for B is 8192. The task embedding is broadcasted
and concatenated with configuration embeddings
to form a matrix of sizeR2e×n1×n2×n3...nm .

We treat the embedding dimension as the num-
ber of input channels to H and reduce it to 1
while preserving the remaining dimensions, re-
sulting in a matrix of size R1×n1×n2×n3...nm or
Rn1×n2×n3...nm , representing the predicted F1 for
all configurations.

ETj ← B(Tj) (1)

ECi ← B(Ci) (2)

Ej ← ETj ∥ ECi (3)

ŷ ← H(Ej) (4)

Using the above equations, we obtain ŷ, which is
the predicted F1 score for all combinations. To
select the configuration, we either take the argmax
or apply softmax and sample a particular configura-
tion. Figure 3 illustrates inference pipeline, given
the Task Description Tj and Configurations Ci to
obtain ĉ for sampled configuration.
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  Prompt:

Language: {Lang}
Task: {QA desc.}
Context: {Context}
Question: {Q}

  Prompt:

Model: {LLM}
Embed: {Emb}
Prompt: {P}

  Prompt:

Model: {LLM}
Embed: {Emb}
Prompt: {P}

  Prompt:

Model: {LLM}
Embed: {Emb}
Prompt: {P}

Task Description

Configurations

Backbone Head

-

Selected
Configuration

- Predicted F1 Scores

Figure 3: Illustration of Inference Pipeline

Evaluation Datasets Acc Acc F1 F1 Max Random Best

@top1 @top5 @top1 @top5 F1 F1 single F1

MLQA-F1
IndicQA 0.41 0.83 0.60 0.64 0.64 0.46 0.51

TyDiQA 0.57 0.78 0.52 0.54 0.54 0.43 0.50

GPTAnno
IndicQA 0.32 0.48 0.59 0.68 0.69 0.49 0.58

TyDiQA 0.62 0.55 0.56 0.69 0.72 0.51 0.54

Table 7: Offline performance.

Evaluation Datasets Acc Acc F1 F1 Max Random Best

@top1 @top5 @top1 @top5 F1 F1 single F1

MLQA-F1
IndicQA 0.29 0.73 0.60 0.63 0.63 0.46 0.51

TyDiQA 0.62 0.85 0.51 0.52 0.52 0.41 0.45

GPTAnno
IndicQA 0.52 0.57 0.62 0.66 0.69 0.52 0.61

TyDiQA 0.62 0.67 0.73 0.74 0.76 0.54 0.69

Table 8: Online performance.

5.1 Training the Model for Both Online and
Offline Setups.

We train the Backbone B and the HeadH using dif-
ferent loss functions for offline and online settings.

1. Offline Setting: In the offline setting, we
have the advantage of knowing the F1 scores for
all possible configurations for each given sample.
This complete information allows us to obtain the
ground truth F1 scores for all samples, denoted as
y. We can then use these ground truth F1 scores to
train the backbone B and the headH effectively.

(a) Infer F1 Scores for All Configurations:
For each sample, infer the F1 scores for all
possible configurations. For example, if there
are three configurations for each parameter
(e.g., three language models (GPT-4Turbo,
GPT3.5Turbo, Mixtral), four embedding
models (adav2,adav3,XLMR,cohere), five
prompt strategies (Mono,Trans, Sim,Agg_Src,
Agg_Trans)), we would infer F1 scores for
3× 4× 5 = 60 configurations per sample.

(b) Obtain Ground Truth F1 Scores: Collect
the actual F1 scores for all configurations, which
serve as the ground truth y. Thus, for each sample,
we gather the F1 scores for all 60 configurations.

(c) Train Using MSE Loss: Use the Mean
Squared Error (MSE) loss to train the model.
The MSE loss is computed between the predicted
F1 scores ŷ and the ground truth F1 scores y
MSELoss = 1

N

∑N
i=1(ŷi − yi)

2, where N is the

number of samples.
2. Online Setting: In the online setting, we only

have the ground truth F1 score for the configuration
that was selected and inferred. This results in a
sparse matrix of F1 scores, as we do not compute
the F1 scores for all configurations to avoid the
computational cost.

(a) Infer F1 Score for Selected Configuration:
For each sample, infer the F1 score for only the se-
lected configuration. This selected configuration is
chosen based on the model’s predictions or a sam-
pling strategy. For example, if the model predicts a
specific configuration out of 60, we only compute
the F1 score for that particular configuration.

(b) Obtain Ground Truth F1 Score: Compute
the actual F1 score for the selected configuration,
which serves as the ground truth yselected.

(c) Update Using Sparse Matrix: Update the
model using the sparse matrix of predicted F1
scores ŷ. Only the score corresponding to that
configuration is updated, leaving other entries un-
affected, thus reducing computational overhead.

(d) Adjust Loss Function: The loss function
must account for the sparsity. Instead of a straight-
forward MSE loss, we use a modified loss func-
tion that updates only the predicted F1 score for
the selected configuration, SparseMSELoss =
(ŷselected − yselected)

2, where ŷselected is the pre-
dicted F1 score for the selected configuration, and
yselected is the ground truth F1 score for the same
configuration. This approach optimizes the model
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without needing to compute F1 scores for all config-
urations, reducing computational overhead. Imple-
mentation details of the above pipeline is explained
in Appendix 10.

Train-Test Split. The datasets are divided into
three parts: 60% for offline training, 20% for
online adaptation, and 20% for testing. Eval-
uation is performed using the MLQA-F1 and
GPTAnnotator-F1 metrics.

In our online setup evaluation, we use ground
truth due to the difficulty of collecting real-time
user feedback, however this setup mirrors an on-
line active learning environment where feedback is
gathered on specific samples. As this solution is
deployed in QA chatbots or copilots, user feedback
would allow it to adapt to new scenarios over time.

5.2 Evaluation of Learning Approach
1. Offline Training Results. We evaluated our
model against two baselines: (i) Random Config-
uration Selection, and (ii) Best Single Configura-
tion (the highest-scoring configuration for all sam-
ples). Performance was measured using Accuracy
(Acc@Top1, Acc@Top5) and F1 score at top 1 and
top 5 configurations.

As shown in Table 7 our model outperforms ran-
dom selection by 17% and the best single configu-
ration by 11%, consistently across both MLQA-F1
and GPTAnnotator-F1 scores. Notably, our ap-
proach achieves a top 5 accuracy that matches the
maximum achievable accuracy, underscoring its
robustness in generating correct answers.

2. Online Training results: We evaluated our
model’s adaptability to new data distributions by
further training it for 10 epochs using parameters
from the offline phase (epoch 100). In online adap-
tation, our model achieved top 1 and top 5 F1 scores
of 60% and 63%, respectively, closely approaching
the maximum accuracy (63%) (see Table 8). It out-
performed random selection by 15% and the best
single configuration by 7%, demonstrating effec-
tiveness even with minimal fine-tuning on new or
out-of-distribution data.

3. Adaptation Efficacy: (i) Adaptation to Un-
seen Languages: We tested the model’s ability to
adapt to languages not encountered during offline
training. We trained the backbone and the head on
the IndicQA dataset, excluding Kannada, Tamil,
and Telugu languages. The excluded languages
were then used for online training, simulating sce-
narios where the model encounters new languages
during inference. Results in Table 9 show the

Evalaution Languages Acc@top1 Acc@top5 F1@top1 F1@top5 Max- F1 Random-F1 Best Single-F1

Language

Adaptation

Kn 0.29 0.75 0.44 0.46 0.47 0.37 0.45

Ta 0.28 0.74 0.48 0.50 0.53 0.43 0.46

Te 0.28 0.74 0.51 0.55 0.57 0.43 0.49

Dataset

Adaptation

TyDiQA on

IndicQA base

0.56 0.67 0.43 0.52 0.52 0.41 0.45

Table 9: Learning approach performance on adaptation
to unseen languages and datasets.

model generalizing effectively, achieving F1 scores
close to the maximum, and outperforming base-
lines across all languages, proving its adaptability
in multilingual scenarios. (ii) Adaptation to Differ-
ent Datasets: We also assessed adaptation to differ-
ent datasets by training on the IndicQA dataset
and testing on TyDiQA. Despite limited language
overlap, our model exceeded random selection by
11% and the best single configuration by 7%. With
just 15 fine-tuning epochs on 20% of the TyDiQA
dataset, it achieved the maximum F1 score, rein-
forcing its ability to handle diverse datasets and
query distributions.

Summary: Our approach demonstrates substan-
tial improvements in dynamically selecting con-
figurations and adapting to new languages and
datasets, showcasing its effectiveness and adapt-
ability in real-world multilingual applications.

5.3 Comparing with Language specific
fine-tuned model

We conducted extensive experiments comparing
our dynamic learning approach with state-of-the-
art (SOTA) fine-tuned language-specific models.
Remarkably, our approach outperforms these fine-
tuned models by over 4x in terms of F1 scores.

For example, the Navarasa and Aryabhatta mod-
els, fine-tuned on over 10 Indian languages, achieve
an average F1 score of just 10% on the Indic dataset
across all languages. In contrast, our dynamic ap-
proach, as shown in Tables 7 and 8, consistently
achieves 60-70% F1 scores. Similarly, we evalu-
ated bi-lingual models like Ambari (fine-tuned for
Kannada) and Airavata (fine-tuned for Hindi) on
the Indic QA dataset, where their F1 scores were
below 5%. This highlights the limitations of fine-
tuned models in handling real-world QA tasks.

In contrast, our dynamic approach, without
language-specific fine-tuning, achieves F1 scores
of over 50-60% across various languages, even
when the model was not trained on those specific
languages. For instance, as shown in Table 9, our



9217

model achieved an F1 score of 46% on Kannada
(KA) without prior training, while Ambari scored
less than 2%. This demonstrates the broad appli-
cability and superior performance of our approach
across diverse languages, applications, and tasks.

Practical usage: To use our dynamic algorithm,
users provide three inputs: (a) base LLM models,
(b) multilingual embeddings, and (c) prompt strate-
gies. Our system then dynamically selects the best
combination of these for the given language and
task, optimizing multilingual performance without
manual fine-tuning.

6 Conclusions

In this work, we introduced a dynamic learning
framework to enhance multilingual LLM perfor-
mance without extensive training or fine-tuning.
Our findings show that prompting strategies are not
universally effective, requiring dynamic, language-
specific approaches to optimize performance across
datasets, models, and languages. Second, our
hybrid use of multilingual embeddings, particu-
larly with Cohere, achieved up to a 7% perfor-
mance boost on the GPT-4Turbo model, high-
lighting the importance of embedding selection
in cross-lingual understanding. Most notably, our
dynamic runtime configuration framework demon-
strated 10-15% improvements in multilingual task
performance and up to 4x gains over language-
specific fine-tuned models. Our framework out-
performed static, best configurations and baseline
models, proving its effectiveness in both offline
and online settings. This dynamic adaptability not
only enhances LLMs’ multilingual capabilities but
also future-proofs them, allowing seamless integra-
tion with emerging models and strategies. Future
research directions include exploration of learning
techniques, scalability to larger datasets, and the
generalization of our approach to other tasks.

Limitations and Broader Research: While our
work takes a first step towards improving multi-
lingual performance, the system is still not fully
inclusive, and as a community, we must explore
ways to ensure LLMs are accessible to all. Finally,
while our key contributions including learning al-
gorithms are generalizable, the optimal strategies
and embeddings may differ from one dataset to
another. With the growing demand for multilingual
language models, our findings pave the way for fu-
ture advancements in Polyglot LLM performance.
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Appendix

7 Similar Language Algorithm

Section 3 introduced various prompt strategies and
prompt templates that we have optimized for poly-
glot LLMs. One of the prompt strategies defined is
round-tripping the input in source language through
"Similar high-resourced language (Sim)". In this
section, we present the algorithm for identifying
the right set of similar high-resourced languages for
a given source language. For every language, we as-
sociate its class attribute between 0-5 based on the
classes defined in (Joshi et al., 2020). Here, class
5 represents very high-resourced languages like
English, whereas 0 represents very low-resourced
languages like Gondi, Mundari, etc. We use the
language similarity metrics based on language fea-
ture similarities(Malaviya et al., 2017) captured
in lang2vec (Littell et al., 2017). We give higher
preference to the languages with Latin script since
the languages with Latin script have shown better
performance on GPTx models(Ahuja et al., 2023a).

Algorithm 1: Get language relevance score
based on language similarity distance, the
class of related language and whether the
related language has Latin script.
wLatin ← 0.9;
Function GetRelevanceScore(d, lcls,
isLatin):

w ← 1;
if isLatin then

w ← wLatin

score← w × d/lcls;
return score

8 Prompt Strategies Results

Performance of prompts for TyDiQA.
In this section we present the performance of our

Prompts on TyDiQA dataset, We report MLQA-F1
and GPTAnnotator-F1 for each prompt Aver-
aged across all 9 languages. The numbers are
reported for GPT-4Turbo and GPT3.5Turbo

MLQA-F1 GPTAnnotator-F1
GPT-4Turbo GPT3.5Turbo GPT-4Turbo GPT3.5Turbo

Mono 0.64 0.64 0.71 0.71
Tans 0.49 0.51 0.61 0.63
simi 0.47 0.47 0.58 0.58
Aggsrc 0.62 0.63 0.69 0.70
aggtrans 0.49 0.52 0.60 0.63

Table 10: Performance of different Prompt strategies for
TyDiQA

with text-embedding-ada-002 embeddings In Ta-
ble.10 we observe similar trends to experiment with
IndicQA, i.e., Each model has different trends
across different prompting strategies and the choice
of the metrics also favours different model making
it difficult to find a suitable choice of prompt for a
generalized pipeline.

Algorithm 2: Identifying similar high-
resourced languages for a given language
Data: Source language ls
Result: A set of similar high-resourced

languages Lsimilar

Lsimilar ← ∅
Language class threshold clsthreshold ← 3
Languages similarity distance threshold
distthreshold ← 0.5

for l ∈ L do
if class(l) ≥ clsthreshold then

Similarity distance between l and lS :
d← lang2vec_distance

([’syntactic’,’genetic’,
’geographic’],l,ls);
RelevanceScore←
GetRelevanceScore(average(d),
class(l), isLatin(l);
if RelevanceScore ≤ distthreshold

then
Lsimilar.add(l)

Per language performance for GPT-4Turbo
and GPT3.5Turbo for IndicQA

Table. 11, 12 presents the performance of
GPT-4Turbo and GPT3.5Turbo respectively
with text-embedding-ada-002 embeddings, across
all 11 languages and 5 prompts that we propose.
Here we observe strong patterns for Agg_Sim per-
forming the best across majority of the languages (
7
11 for GPT-4Turbo and 5

11 for GPT3.5Turbo),
Mono performs better and comes very close to
Agg_sim in these languages. For languages such
as "ta", "te" translate is prefered. With the limited

https://arxiv.org/abs/2402.07827
https://arxiv.org/abs/2402.07827
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Table 11: GPT-4Turbo on IndicQA

Lang Mono Translate Similar AggSim AggTrans
as 0.58 0.33 0.33 0.58 0.32
bn 0.62 0.38 0.36 0.62 0.36
gu 0.59 0.31 0.30 0.59 0.30
hi 0.67 0.54 0.42 0.68 0.51
kn 0.48 0.31 0.25 0.48 0.29
ml 0.32 0.30 0.19 0.32 0.29
mr 0.58 0.33 0.30 0.57 0.32
or 0.57 0.29 0.27 0.57 0.27
pa 0.61 0.46 0.43 0.60 0.46
ta 0.31 0.40 null 0.34 0.39
te 0.25 0.36 0.17 0.28 0.37
AVG 0.51 0.36 0.30 0.51 0.35

Table 12: GPT3.5Turbo on IndicQA

Lang Mono Translate Similar AggSim AggTrans
as 0.40 0.34 0.33 0.45 0.37
bn 0.54 0.39 0.34 0.54 0.46
gu 0.48 0.32 0.30 0.49 0.33
hi 0.63 0.52 0.38 0.64 0.52
kn 0.47 0.32 0.21 0.46 0.31
ml 0.23 0.32 0.13 0.26 0.31
mr 0.48 0.34 0.30 0.47 0.36
or 0.40 0.29 0.27 0.39 0.32
pa 0.54 0.46 0.40 0.54 0.44
ta 0.31 0.40 null 0.24 0.39
te 0.25 0.36 0.17 0.25 0.34
AVG 0.43 0.37 0.28 0.43 0.38

languages the variance in the trend is high and a
rule based system would fail with inclusion of more
languages.

Per language performance for GPT-4Turbo
and GPT3.5Turbo for TyDiQA In Table.
13, 14 performance of GPT-4Turbo and
GPT3.5Turbo along with text-embedding-ada-
002 embeddings are presented across all 9 lan-
guages and 5 proposed prompts. Here contrary
to IndicQA experiments Mono is preferred over
Agg_sim making a significant change in distribu-
tion. The optimal prompt doesn’t depend only on
the language or model but also on the distribu-
tion of the question, this statement is supported
by the fact TyDiQA and IndicQA share 2 lan-
guages "bn" and "te", while in IndicQA Agg_sim
was prefered for "bn" and Translate for "te" it has
completely shifted to Mono for both "bn" and "te"
in TyDiQA. Hence prompt selection is depends on
the language and also the distribution of the dataset
or sample.

9 Hybrid approach

In this section we evaluate the performance
of our Hybrid Approach across text-ada-002-
embedding, Adav3, XLMRXXL and Cohere

Table 13: GPT-4Turbo on TyDiQA

Lang Mono Translate Similar AggSim AggTrans
ar 0.50 0.43 null 0.50 0.40
bn 0.69 0.46 0.43 0.69 0.43
en 0.65 null 0.60 0.62 0.58
fi 0.63 0.49 0.48 0.59 0.49
id 0.66 0.58 0.53 0.63 0.54
ko 0.64 0.48 0.43 0.63 0.47
ru 0.51 0.45 0.46 0.50 0.44
sw 0.80 0.63 null 0.78 0.65
te 0.67 0.42 0.39 0.66 0.43
AVG 0.64 0.49 0.47 0.62 0.49

Table 14: GPT3.5Turbo on TyDiQA

Lang Mono Translate Similar AggSim AggTrans
ar 0.53 0.45 null 0.52 0.42
bn 0.65 0.46 0.41 0.65 0.48
en 0.66 null 0.61 0.65 0.64
fi 0.68 0.53 0.50 0.65 0.54
id 0.67 0.61 0.53 0.66 0.59
ko 0.65 0.49 0.46 0.66 0.51
ru 0.52 0.46 0.45 0.51 0.44
sw 0.76 0.64 null 0.74 0.64
te 0.66 0.44 0.36 0.67 0.43
AVG 0.64 0.51 0.47 0.63 0.52

embed_multilingual_v3. We use TyDiQA as
the dataset and average the MLQA-F1 and
GPTAnnotator-F1 across all 9 languages and
all 5 prompts. In Table. 15 we present the val-
ues for both GPT-4Turbo and GPT3.5Turbo,
while the trend is completely different to that of
IndicQA which could be primarily attributed to
the languages typology and derivations.

10 Detailed Training Procedure &
Implemenation Details

The algorithm employs separate strategies for infer-
ence and training tailored to different operational
conditions. During inference, the algorithm selects
the optimal configuration based on F1 score pre-
dictions from task and configuration embeddings
as described in Algorithm 3. In the Offline Set-
ting, configuration selection is deterministic, using
an argmax function for precise, data-rich environ-
ments. Conversely, the Online Setting uses a prob-
abilistic softmax function to adapt to data-scarce
situations, enabling dynamic exploration and re-
finement of configurations.

For training, the offline mode applies a Mean
Squared Error (MSE) loss across all configurations,
ensuring comprehensive learning. In contrast, the
online mode implements a sparse MSE loss, up-
dating only the evaluated configurations through a
masking technique. This approach reduces compu-
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Metrics Models Ada Adav3 XLMRXXL Cohere

MLQA-F1
GPT-4Turbo 0.64 0.64 0.60 0.61
GPT3.5Turbo 0.64 0.60 0.57 0.59

GPTAnnotator-F1
GPT-4Turbo 0.71 0.71 0.65 0.68
GPT3.5Turbo 0.71 0.66 0.63 0.66

Table 15: Hybrid approach performance - TyDiQA.

tational load and accelerates adaptation to new data,
optimizing performance in real-time applications
as outlined in Algorithm 3.

The sparse MSE Loss employs a MaskMwhich
is defined as, Let C be a tensor of order m with
dimensions n1 × n2 × · · · × nm. Suppose ĉ =
Ci1,i2,...,im is a selected element from C, where
(i1, i2, . . . , im) are the indices of ĉ in C. Define
the tensorM as follows:

Mj1,j2,...,jm =

{
1 if (j1, j2, . . . , jm) = (i1, i2, . . . , im)

0 otherwise
(5)

10.1 Implementation Details

In this work, we use Azure OpenAI models (cor-
poration) for all our LLM and embedding mod-
els including GPT-4Turbo, GPT3.5Turbo and
Mixtral. For the given configurations of base
LLM models, embeddings and prompt strategies,
the training needs to be performed only once and
can be shared with different multilingual applica-
tions and use-cases. For the learning model, we
train the Llama model on GPU with A100 80 GB,
CPU with 96 cpu cores at 2.2GHz and 1024 GB
RAM. The duration of training 100 offline epochs
is 1.42 Hrs. The duration of training 25 online
epochs is 0.74 Hrs. The inference and evalua-
tion is dependent on the rate limits imposed by
Azure OpenAI APIs (corporation). Model Ver-
sion: For LLMs we use GPT-4Turbo- 0125-
preview, GPT3.5Turbo- 0125, Mixtral - Mixtral-
8x7B-Instruct-v0.1; For Embeddings we use ada
- text-ada-002-embedding, ada3 - text-ada-003-
embedding, XLMR-XXL - facebook/xlm-roberta-
xxl and Cohere - embed_multilingual_v3;.

11 GPTAnnotator Setup and details

11.1 Human Annotation Task Details

We build a simple human annotation interface us-
ing Streamlit1 where the context, the question

1https://streamlit.io/

Algorithm 3: Learning Strategy Algorithm
for Inference and Training
Data: Task descriptions T , configuration

options Ci
Result: Optimal configuration ĉ and its

corresponding F1 score
B - LLaMa-2-70B backbone for embedding
generation
H - Conv-ND layers for F1 score prediction
e - embedding projection size, e = 8192
m - number of parameters, m = 3 (e.g.,
language model, embedding model,
prompt strategies)
Rn1×n2×···×nm - size of the N-dimensional
array for configurations
bs - Batch size of Task Definitions.
for Tj ← {T0, ...Tbs} do

ETj ← B(Tj) ; ECi ← B(Ci)
Ej ← Concatenate(ETj , ECi)
ŷ ← H(Ej)

/* Inference for selecting
configuration */

if Offline Setting then
ĉ← argmax(ŷ)

else if Online Setting then
ĉ ∼ Softmax(ŷ)

/* Training to update H &
B */

if Offline Setting then
y ← Ground truth F1 scores ∀Ci
Lossoff ← MSE(ŷ, y)

else if Online Setting then
ysparse ←

Ground truth F1 score for ĉ
M← Mask matrix using eq. 5
Losson ← MSE(M⊙ ŷ, ysparse)

UpdateH & B using Loss
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related to the context, and the ground truth an-
swer for each record are fetched from the IndicQA
dataset(AI4Bharat, 2022). In this evaluation task,
the annotators are first presented with a passage
that acts as the context required to answer the ques-
tion which is shown along with the ground truth
answer. The annotators are then asked to evaluate
the answers generated by the LLM using different
strategies based on the ground truth answer pro-
vided, by answering one of the following options:
"Yes", "No" or "Partial". Here is the instruction
provided to the annotators.

First, select your language and go through
the context under the title "Context GT" once.
Then, look at the question and try to answer
this question and compare it with the ground
truth answer. Next, for all the available an-
swers, choose:

1. "Yes" if the answer is absolutely cor-
rect(minor punctuation errors are al-
lowed)

2. "Partial" if the answer captures some part
of the core answer, but has grammatical
mistakes or minor errors(spelling, etc.)
that make the answer partially correct.

3. "No" if the answer is completely wrong

Based on the human annotations for each ques-
tion, we then recompute the F1 score. The updated
F1 scores are calculated using Algorithm 4, where
evals contains evaluations for all the strategies an-
notated by the human annotator.

Algorithm 4: Evaluation Algorithm
when using Human Annotator or
GPTAnnotator
Data: ground_truth, gpt_answers,

evals
Result: eval_scores
eval_scores← []; valid_answers← [];
evals = get_eval(gpt_answers);
valid_answers.append(ground_truth);
for i← 0 to len(gpt_answers) do

if evals[i] = ”Y es” then
valid_answers.append(gpt_answers[i]);

for i← 0 to len(gpt_answers) do
eval_f1.append(compute_score
(gpt_answers[i], valid_answers));

11.2 GPT Eval process
In Section 2.3, we introduced GPTAnnotator,
where GPT models perform the evaluation of the
answer generated when compared to the ground
truth. Similar to the human evaluation task
described in the previous subsection 11.1, the
GPTAnnotator is tasked to evaluate the LLM
responses based on the available ground truth for
the given record. The prompt below is used for
GPT3.5Turbo in order to evaluate the answers.

You are a multilingual evaluation assistant.
Users will send in a query, context text, the
correct answer for the query based on the con-
text text, and also an answer that needs to be
evaluated. You will evaluate the answer based
on the context text and the correct answer that
the user has sent and respond with Yes, No,
or Partial based on the below evaluation in-
structions. Instructions: 1. Yes if the answer
is absolutely correct. 2. Partial if the answer
captures some part of the correct answer, but
has minor errors like grammatical or spelling
mistakes, etc. 3.No if the answer is completely
wrong.

The updated F1 Scores for each of the strategy is
calculated using Algorithm 4 where evals contains
"Yes", "No" or "Partial" evaluations as judged by
the GPTAnnotator.
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