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Abstract

While crowdsourcing is an established solu-
tion for facilitating and scaling the collection
of speech data, the involvement of non-experts
necessitates protocols to ensure final data qual-
ity. To reduce the costs of these essential con-
trols, this paper investigates the use of Speech
Foundation Models (SFMs) to automate the val-
idation process, examining for the first time the
cost/quality trade-off in data acquisition. Ex-
periments conducted on French, German, and
Korean data demonstrate that SFM-based val-
idation has the potential to reduce reliance on
human validation, resulting in an estimated cost
saving of over 40.0% without degrading final
data quality. These findings open new oppor-
tunities for more efficient, cost-effective, and
scalable speech data acquisition.

1 Introduction

As in any data-intensive domain, collecting high-
quality datasets is a fundamental and costly pre-
requisite for the development of speech-processing
applications. Traditional methods heavily rely on
human workforce, whose costs, as data collection
scales, are hard to sustain. In the quest for scalable
solutions to tackle this problem, crowdsourcing
emerged as a viable option that also enables the cov-
erage of diverse populations (Cefkin et al., 2014;
Poesio et al., 2017). Due to the variable quality of
crowd-sourced data, validation methods that dis-
card low-quality contributions are essential to build
reliable datasets (Negri et al., 2011; Sabou et al.,
2014; Chittilappilly et al., 2016). This need is exac-
erbated in the collection of speech-text pairs, where
various factors, such as recording equipment and
conditions, can introduce errors and inconsisten-
cies that compromise data quality (Novotney and
Callison-Burch, 2010; Marge et al., 2010). Crowd-
sourcing this validation process adds substantial
overhead, further inflating data collection costs.

Recent advances in foundation models offer new
possibilities to enhance the scalability of the pro-
cess by speeding it up and reducing its inherent
costs. When dealing with textual data, Large lan-
guage models (LLMs) have been successfully used
as proxies for human evaluation in tasks like sen-
timent analysis, machine translation, and text gen-
eration (He et al., 2024; Zheng et al., 2023; Kim
et al., 2024). Similarly, speech foundation models
(SFMs) have shown potential not only for evaluat-
ing synthetic and non-synthetic speech (Maiti et al.,
2023; Ravuri et al., 2024; Fu et al., 2024) but also
for automatizing complex data filtering (Lee and
Glass, 2011) and validation tasks (Phatthiyaphai-
bun et al., 2023). However, all previous works in
the area focused on improving automatic speech
recognition (ASR) performance rather than opti-
mizing the cost-efficiency of data validation and
exploring the relationship between these two objec-
tives, which remain underinvestigated aspects.

To fill this gap, this paper explores the use
of SFMs to automatize the validation of crowd-
sourced speech data. To this aim, we investigate the
employment of off-the-shelf SFMs such as Whisper
and SeamlessM4T (Radford et al., 2022; Commu-
nication et al., 2023), along with machine transla-
tion (MT) models and grapheme-to-phoneme con-
version (G2P). Through experiments on French,
German, and Korean data, we test the integration
of SFMs and crowdsourcing to reduce validation
costs while preserving final data quality. Our results
show that leveraging SFMs yields a cost reduction
by over 40%, while maintaining high data quality,
significantly improving the efficiency and scalabil-
ity of crowd-sourced speech data collection.

2 Context and motivations

This work stems from experiments conducted both
during and after the creation of a multilingual
speech corpus, Speech-MASSIVE (Lee et al., 2024),
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covering 12 languages. The corpus was crowd-
sourced, recruiting native speakers who were in-
structed to read aloud short sentences and record
their voices under controlled conditions.1 To en-
sure data quality, each recording was validated
by crowdsourced human raters, directed to read
the original text, listen to the recording, and la-
bel it as valid or invalid. Invalid recordings under-
went a second iteration of this two-step recording-
validation process, which, to prevent endless cycles,
concluded after the second validation regardless of
the outcome. As a result, Speech-MASSIVE com-
prises 84, 262 (t, r, l) triplets for the 12 languages,
where t is the original text, r is the acquired record-
ing, and l is the valid/invalid label assigned to r.

With Speech-MASSIVE at hand, the goal of the
post-hoc experiments documented in this paper
was to assess whether the costs of its creation
could have been reduced by automating the valida-
tion steps. Specifically, the objective was to assess
whether, and to what extent, transcripts generated
by existing SFMs could be leveraged to validate
the quality of human-recorded speech. Within this
framing, we address two key questions: (1) Can
the distance between SFM-generated transcripts
and the original text serve as a reliable proxy for
recording quality? (2) With comparable final data
quality, what are the cost savings of replacing hu-
man validation of recorded speech with SFM-based
validation?

3 Automated validation methods

Starting from the (t, r, l) triplets of
Speech-MASSIVE, our validation method considers
the similarity between the original text (t) and
the SFM-generated transcripts (t̂) of the acquired
recordings (r) as a proxy for l. To this end,
we explored two policies. The first policy is
a distance-based method that measures the
similarity between t and t̂ with two widely
used edit-distance metrics—Character Error
Rate (CER) and Word Error Rate (WER)—and
retains triplets with a distance below a specified
threshold. However, this approach may be affected
by SFMs’ bias towards clean audio or specific
accents, potentially invalidating samples with poor
recording conditions or strong, distinctive accents.

Our second policy seeks to mitigate this risk
by employing a decision tree trained on multiple

1Detailed data collection guidelines emphasized the im-
portance of accurate and natural reading, proper recording
conditions, and full adherence to the corresponding text.

features. In addition to CER and WER scores com-
puted as in the distance-based method, these fea-
tures include Translation Error Rate (TER) and
Phoneme Error Rate (PER) scores, which are also
based on edit-distance. TER is computed on the
English translations of t and t̂, under the assump-
tion that accurate recordings will yield translations
that closely match those of the original text. A fur-
ther advantage of using translations for both t and
t̂ is the normalization of numbers in the resulting
texts. PER is computed by converting t and t̂ into
phonemes, based on the assumption that this con-
version may act as a normalizer for words (e.g.
named entities) that were transcribed differently
but have similar or identical pronunciations.

4 Experimental setting

Data We experiment with three distant lan-
guages—Korean, French, and German—out of the
12 covered in Speech-MASSIVE. Korean triplets
are used for a preliminary analysis (§5) aimed at
comparing our two automated validation methods
and selecting the best one. To this end, 5, 007 (t, r,
l) triplets were enriched with “gold”2 quality labels
(l∗), produced by two expert linguists, native Ko-
rean speakers. A Cohen’s Kappa (κ – Cohen 1960)
of 0.82 on a subset of 100 common samples indi-
cates ‘excellent’ agreement (Fleiss et al., 2013) be-
tween the two annotators. On the entire annotated
set, the κ between the original silver annotations
and the gold labels is unsurprisingly lower (0.65),
though still within the ‘fair to good’ range. French
and German triplets are used in our final experi-
ment (§6), which focuses on analyzing the impact
of applying the best identified method to quantify
the cost savings yielded by SFM-based validation
of crowdsourced speech data.

Speech foundation models To generate the tran-
scripts (t̂) of the acquired recordings, we consid-
ered Whisper-large-v33 (Radford et al., 2022) and
Seamless-m4t-v2-large4 (Communication et al.,
2023). To identify the better-performing model, we
compared their transcription capabilities using the
French, German, and Korean test splits of FLEURS
(Conneau et al., 2023), computing CER and WER.
Whisper-large-v3 exhibited superior performance

2As opposed to the “silver” ones (l) produced by crowd-
sourced annotators.

3https://huggingface.com/openai/
whisper-large-v3

4https://huggingface.com/facebook/
seamless-m4t-v2-large

https://huggingface.com/openai/whisper-large-v3
https://huggingface.com/openai/whisper-large-v3
https://huggingface.com/facebook/seamless-m4t-v2-large
https://huggingface.com/facebook/seamless-m4t-v2-large
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Figure 1: Results of validation methods: DW (decision-
tree); DW+S (decision-tree + silver labels); distance-
based (simple policy); crowdsource (fully crowd-
sourced); proposed (final policy for experiments in §6)

as reported in Table 1, justifying its use in our ex-
periments unless otherwise specified. As described
in §3, to assess TER and PER as metrics for normal-
izing the SFMs’ transcription outputs, the NLLB-
2005 translation model is employed for translation
into English, while a neural G2P model6 is used to
convert graphemes into phonemes.

Whisper Seamless-m4t

de-DE WER 4.22 31.24
CER 1.48 8.05

fr-FR WER 5.37 16.24
CER 1.9 5.73

ko-KR WER 13.88 26.26
CER 5.3 11.21

Table 1: CER (↓) and WER (↓) of Whisper-large-v3 and
Seamless-m4t-v2-large on FLEURS test data.

5 Distance-based method vs Decision Tree

We evaluated various automatic and semi-
automatic validation policies by classifying utter-
ances as valid or invalid. To ensure a fair compari-
son between the different policies, we use the initial
data splits (dev and test) from the Speech-MASSIVE
Korean subset. The test split, composed of 2, 974

5https://huggingface.com/facebook/
nllb-200-distilled-1.3B

6https://github.com/lingjzhu/CharsiuG2P

Figure 2: Zoom-in on a specific area of performance (F1
scores displayed above each data point)

samples, is used to evaluate and report performance,
while the dev split, composed of 2, 033 utterances,
is used to train a decision tree when required by the
policy. The metrics are calculated by comparing the
decisions of the automated validation methods to
the gold labels described in §4. We present an over-
all comparison of the different methods in Fig.1,
with the exact values provided in Appendix A.2,
Table 6. Crowdsourced annotations (silver labels)
are also evaluated against gold labels to position
them on the same evaluation plot as the automated
methods. Specifically, Fig.1 plots the performance
of different methods along type 1 error rate (in-
correctly classifying valid utterances as invalid,
thus requiring re-recording for invalid ones) on
the x-axis and type 2 error rate (incorrectly clas-
sifying invalid utterances as valid) on the y-axis.
This visualization highlights the trade-off between
the cost of re-recording invalidated utterances (x-
axis) and data quality (y-axis). In this context, our
zone of interest focuses on regions with moderate

type 2 error rate (data quality comparable to or bet-
ter than crowdsourced annotations) and low type 1
error rate (low re-recording costs). Fig.2 zooms in
on a specific area of this zone of interest to better
distinguish methods of similar performance.

5.1 Distance-based method

The distance-based method ( ) validates recordings
only when the ASR output (t̂), compared to the ref-
erence transcript (t), shows both CER and WER

https://huggingface.com/facebook/nllb-200-distilled-1.3B
https://huggingface.com/facebook/nllb-200-distilled-1.3B
https://github.com/lingjzhu/CharsiuG2P
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values equal to zero. As shown in Fig.1, this policy
has high type 1 error rate (0.53, meaning that it
often invalidates valid samples) while at the same
time having the lowest type 2 error rate (0.064, cru-
cial for high data quality). In summary: conserva-
tive and simple (no additional model training is re-
quired) the distance-based approach prioritizes
data quality over reducing re-recording cost,
thus only partially satisfying our requirements.

5.2 Decision tree

For the decision tree model, we experiment with
several settings, testing the two SFMs (Whisper-
large-v3 and Seamless-m4t-v2-large) using differ-
ent combinations of CER, WER, PER, and TER
features (§3). As shown in Fig.1, basic decision tree
methods (DWN , where N ∈ [1, 7], full details in
Appendix A.2) exhibit significantly different be-
haviour compared to the distance-based method,
consistently showing a higher type 2 error rate
across all settings. Therefore, targeting a balance
between data quality and cost effectiveness, basic
decision tree models may not be ideal, as only
one setting (DW4) falls within our zone of interest.
To improve the decision tree model and integrate
automation with crowdsourcing, we incorporate
the silver label (l) from crowd annotators into our
feature set (DWN + S). The red ellipse region in
Fig.1, compared to the blue region, shows the ef-
fects of this adjustment in terms of type 2 error rate
reduction. Indeed, most settings of hybrid (SFMs +
crowdsourcing) approach except for DW4+S, fall
within our zone of interest. Examining the zoomed-
in area of Fig.2 reveals that hybrid approaches
combining SFMs and crowdsourcing perform
comparably to the crowdsourcing-only method
( ), suggesting potential cost savings in data vali-
dation. The next section discusses our final choice
of the optimal policy from these options.

5.3 Proposed method

Our proposed validation method ( in Fig.1-2)
relies on a two-step approach. First, we use our
distance-based method to validate all utterances,
minimizing type 2 error rate. For those still flagged
as invalid, we use the silver labels assigned by
crowd annotators. Although the proposed ap-
proach may appear as a simplistic decision tree, it
achieves performance comparable to DW 1 + S
( in in Fig.1-2) as reported in Table 2. It yields a
high F1 score and significantly reduces the num-

ber of re-recordings required,7 while maintaining
data quality comparable to that achieved through
full crowdsourcing.8 In the next section, we em-
ploy this automated method for large-scale data
validation in German, while using French with full
crowdsourcing as control language.

Precision Recall
F1

Score

Type 1
error
rate

Type 2
error
rate

Distance-based 0.072 0.936 0.134 0.530 0.064
Crowdsource 0.600 0.528 0.562 0.015 0.472
Decision Tree
(DW1 + S)

0.674 0.512 0.582 0.011 0.488

Proposed 0.674 0.512 0.582 0.011 0.488

Table 2: Evaluation results of distance-based ( in
Fig.1), crowdsource ( in Fig.1-2), decision tree
DW1 + S ( in in Fig.1-2) and proposed method ( in
Fig.1-2).

6 Application to real-world scenarios

We conclude by applying our best automated vali-
dation method ( ) to a real data collection pipeline
involving 11,399 new and yet unlabeled samples
of Speech-MASSIVE German subset. As a term of
comparison to assess cost savings of integrating au-
tomated validation into the data collection process,
we use Speech-MASSIVE French subset, entirely
(manually) validated through crowdsourcing.

Table 3 shows the total data collection costs for
the French and German Speech-MASSIVE. For the
German dataset, the SFM validates a large num-
ber of utterances with no labor costs. We observe
a 43.11% cost reduction in the validation phase,
leading to substantial savings in both cost and time
by minimizing the need for recruiting and man-
aging human raters. To ensure comparable qual-
ity between German and French Speech-MASSIVE
utterances, validated using different policies, we
present WER and CER metrics for all recordings
in Table 4. WER as a proxy for data quality shows
that our automated validation for German performs
similarly to the fully manual process for French.

7In addition to the re-recording cost, it is important to note
that our proposed method incurs costs only for validating the
samples flagged as invalid, whereas the DWN + S method
requires validation for all samples.

8We consider the 0.016 difference in type-2 error rates
between the two methods to be insignificant, especially given
that the manual analysis in Appendix C highlights disagree-
ments between human (silver and gold) annotations.
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Cost (# participants)
French German

1st
iteration

Recording £ 694.73 (572) £ 782.38 (555)
Automated
validation

N/A £ 0 (Whisper)

Human
validation

£ 333.6 (213) £ 181.8 (102)

2nd
iteration

Recording £ 36 (30) £ 36.4 (26)
Human

validation
£ 17.6 (11) £ 18 (18)

All validations French German
cost £ 351.2 £ 199.8

# participants 224 120

Table 3: Automated validation applied to German data,
with French as a control for evaluating cost savings (in
parentheses, the number of crowdsourced workers).

langs # samples WER CER

Speech-MASSIVE
French

11,399
11.09 4.84

German 11.7 4.19

Table 4: Final dataset quality (WER, CER) comparisons
using Whisper-v3-large.

7 Conclusion

We proposed using Speech Foundation Models
(SFMs) to reduce the costs of validating speech
data collected through crowdsourcing. After ex-
ploring various approaches under controlled condi-
tions, we identified a two-step method leveraging
Whisper-large-v3 as the most promising. Its appli-
cation to large-scale validation on German data re-
sulted in a 40% cost reduction without compromis-
ing data quality, demonstrating the strong potential
of SFMs to enhance the efficiency and scalability
of crowd-sourced speech data collection.

8 Limitations

As our proposed method is developed by evalu-
ating only with Korean gold labels, our method
lacks language universal development. However,
collecting gold annotations for different language
for around 5,000 examples is significantly costly.
If the proposed methods were developed from vari-
ous numbers of languages, more universal pattern
or method could have been proposed. However,
even with this limitation, our proposed method
has proven its effectiveness by being successfully
applied to German, and further validated through
comparison with French to assess dataset quality.

Moreover, this work has limitation with the inher-
ent error in the text corpus which Speech-MASSIVE
is built upon. As discussed in Appendix C, some

incorrect validations from crowdsource workers
are likely due to pre-existing errors in the text.
Specifically, problematic prompts affect both the
recording and validation phases. During recording,
workers are instructed to read the prompt exactly
as provided, which can lead to confusion when the
prompt is erroneous. Additionally, if workers cor-
rect errors in the prompt while recording, it may
cause confusion for validators, as the recorded au-
dios are correct despite the original prompt being
incorrect. However, our manual analysis revealed
that such cases are relatively rare (6 instances in
total—row E in Table 7 and row GG in Table 8, out
of 2,974 examples) and are unlikely to significantly
impact the overall findings.
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A Decision Trees

A.1 Training and hyper parameters

To identify the optimal decision tree model, we
conducted a 10-fold cross-validation using the F1
score as the evaluation metric. To facilitate inter-
pretation of feature contributions, the tree depth
was restricted to 3. Detailed training parameters
are provided in the Table 5.

A.2 Performance comparisons between
various decision trees

For the evaluation results of the decision tree
method discussed in §5.2, Table 6 presents the var-
ious settings used for the decision trees, including:
1) the choice of SFMs (Whisper, Seamless-m4t, or
both) for feature extraction, 2) the specific features
selected from the SFMs’ outputs, and 3) whether
the silver label (crowd-sourced) is included as an
additional feature.

A.3 Decision tree interpretation

We present a decision tree plot to illustrate how
features are used to classify samples as valid or
invalid. Figure 3 depicts the decision tree for the
DW 5 + S method, which integrates WER, CER,
and silver label features. In this tree, the silver label
feature is applied at the root node (level 0) with a
threshold of 0.5, meaning that if the silver label
equals zero (valid), the samples are further classi-
fied by the left child nodes, whereas if the silver
label equals 1 (invalid), the right child nodes con-
tinue the classification.

When the silver label is valid (left child nodes
of the root node), the tree uses a CER threshold of
72.5 at level 1 to classify certain samples beyond
the threshold as invalid, resulting in 7 samples be-
ing invalidated (Fig. 3). The 1,889 samples where
CER is smaller than the CER threshold (72.5) are
validated.

Conversely, when the silver label is invalid (right
child nodes of the root), the tree utilizes a WER
threshold of 13.393. If WER is less than or equal to
this threshold, 23 samples are validated, otherwise
114 samples are invalidated.

B Confusion matrices of the policies

To supplement the metrics presented in Table 6, we
provide some of the confusion matrix plots in Fig.
4 through Fig. 8 for various policies and settings as
additional material.

parameters search space
max depth [1, 2, 3]

min samples split [3, 5]
splitter best, random

criterion gini, entropy, log_loss
class weight balanced, none

min samples split [3, 5, 7, 9, 11, 13]
min samples leaf [1, 3, 5, 7, 9, 11, 13]

Table 5: Decision tree fitting hyper parameters.

C Analysis on gold and silver labels
mismatch

In this section, we discuss further analysis on mis-
match between gold and silver label for the test
split of Speech-MASSIVE Korean subset.

We begin by analyzing annotation mismatches
between gold and silver annotations, focusing on
cases where the gold annotation is valid, but the
silver annotation is invalid. In Table 7. Overall, we
witness 47 mismatch cases (44 unique samples)
grouped in 10 different types. To further elucidate
the types of mismatches observed, consider the fol-
lowing examples. In the E case, the prompt from
the corpus is ‘철수에세트윗남겨’, while the cor-
rect text should be ‘철수에게 트윗 남겨’9. The
mismatch arises from the incorrect use of ‘세’ in-
stead of the correct ‘게’ resided in the prompt. In
the J case, the corpus text ‘최고로 평점이 좋은
록음악팟캐스트보여줘’10 contains ‘록’, which
is a Koreanization of the English term ‘rock’. The
speaker exhibits ‘hyperforeignism’, pronouncing
‘록’ according to the English pronunciation ([rOk])
rather than the Korean phonology ([lOk]).

We further classify the mismatches into four
categories: audio—where the silver annotation’s
invalidity may be due to poor audio qual-
ity, speaker—where the invalidity could stem
from characteristics of the speaker, perfect au-
dio—where the validation is questionable despite
clear and intelligible audio, and corpus—where the
invalidity may result from a typo in the text prompt.
Among the 47 mismatch cases, audio category ac-
counts for 16 cases, representing 34%. speaker and
perfect audio each include 14 cases, which corre-
sponds to 30% for each category. corpus category
represents 6% of the cases.

On the contrary, Table 8 presents an analysis of

9En Translation: Send a tweet to Cheolsoo.
10Show me the best-rated rock music podcast.
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mismatches where the gold is valid, and the silver is
invalid, totaling 59 mismatch cases. For AA cases,
we observe ‘near homophone errors’. For instance,
‘알람’ (alarm, incorrect) is used instead of ‘알림’
(notification, correct) in the prompt ‘내일오전열
시미팅관련해서리마인더알림보내줘’11. Such
errors often arise when characters or words appear
similar in both appearance and sound, leading some
crowdsource workers to validate the audio with
the homophone error. In CC cases, errors involve
the omission, addition, or substitution of particles,
possibly due to a lack of attention to grammati-
cal rules or simplification of speech. For example,
in the prompt ‘토요일에 비 소식이 있나’12, one
speaker omits the particle ‘이’, resulting in ‘토요
일에비소식있나’. For EE cases, approximation
errors are noted where speakers slightly modify
pronunciation or spelling while maintaining clarity
of meaning. For example, in the prompt ‘지영이한
테서 새로 온 이메일이 있으면 확인해 줘’13, the
speaker says ‘지영이한테서새로온메일이있으
면확인해줘’, substituting ‘이메일’ (email) with
‘메일’ (mail).

The mismatch types where the gold standard
is valid while the silver label is invalid can be
further categorized into two groups. honest mis-
take category (AA + CC + EE) includes
cases where validators make errors due to the po-
tentially confusing prompts, accounting for 49%
of the mismatches. erroneously generous category
(BB + DD+ FF +GG) comprises cases where
validators are erroneously generous, representing
51% of the mismatches.

11Send me a reminder notification for the meeting tomorrow
morning at 10 AM.

12Is there any news of rain on Saturday?
13Check if there is any new email from Jiyoung.
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Method
name Features Precision Recall F1 Score

Type 1
error
rate

Type 2
error
rate

without silver label

Whisper

DW 1 WER 0.096 0.072 0.082 0.030 0.928
DW 2 CER 0.387 0.096 0.154 0.007 0.904
DW 3 PER 0.435 0.080 0.135 0.005 0.920
DW 4 TER 0.081 0.600 0.143 0.299 0.400
DW 5 DW 1 + CER 0.387 0.096 0.154 0.007 0.904
DW 6 DW 5 + PER 0.440 0.088 0.147 0.005 0.912
DW 7 DW 6 + TER 0.387 0.096 0.154 0.007 0.904

Seamless-m4t
DS 1 WER 0.086 0.336 0.137 0.156 0.664
DS 2 CER 0.124 0.248 0.165 0.077 0.752
DS 3 DS 1 + CER 0.124 0.248 0.165 0.077 0.752

both DWS DW 7 + DS 3 0.387 0.096 0.154 0.007 0.904

with silver label

Whisper

DW 1+S DW 1 + silver 0.674 0.512 0.582 0.011 0.488
DW 2+S DW 2 + silver 0.619 0.520 0.565 0.014 0.480
DW 3+S DW 3 + silver 0.631 0.520 0.570 0.013 0.480
DW 4+S DW 4 + silver 0.730 0.432 0.543 0.007 0.568
DW 5+S DW 5 + silver 0.569 0.528 0.548 0.018 0.472
DW 6+S DW 6 + silver 0.681 0.512 0.584 0.011 0.488
DW 7+S DW 7 + silver 0.681 0.512 0.584 0.011 0.488

Seamless-m4t
DS 1+S DS 1 + silver 0.674 0.480 0.561 0.010 0.520
DS 2+S DS 2 + silver 0.635 0.528 0.576 0.013 0.472
DS 3+S DS 3 + silver 0.674 0.480 0.561 0.010 0.520

both DWS+S DW 7 + DS 3 + silver 0.681 0.512 0.584 0.011 0.488
Crowdsource 0.600 0.528 0.562 0.015 0.472
Distance-based 0.072 0.936 0.134 0.530 0.064
Proposed 0.674 0.512 0.582 0.011 0.488

Table 6: Results for all the settings of decision tree and other methods (the color-highlighted settings are the best
ones displayed in Fig.1).

Figure 3: Decision tree graph of DW 5+S method.
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Figure 4: Crowdsource confusion matrix. Figure 5: Distance-based method confusion matrix.

Figure 6: DW 5 method confusion matrix. Figure 7: DW 5+S method confusion matrix.

Figure 8: Proposed method confusion matrix.
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type possible reason of silver invalidity exclusive
# samples

non-exclusive
# samples category

A perfect audio 14 perfect audio
B non-native accent 7 1 speaker
C noisy recording condition 5 2 audio
D rushed speech 4 1 speaker
E audio-prompt mismatch (*prompt is wrong from the beginning) 3 corpus
F low volume 3 2 audio
G some strange (mechanical, noise) sound mixed in the audio 2 audio
H chopped at the beginning or ending but intelligible 1 audio
I disfluency in the speech 1 audio
J hyperforeignism 1 speaker

# total 41 6
total # unique samples 44

Table 7: Analysis on the mismatched annotations between gold (label=invalid) and silver (label=valid). Exclusive
samples refer to those that belong to only one group, while non-exclusive samples represent those that are shared
among multiple groups.

type possible reason of silver validity # samples category
AA near homophone error 11 honest mistake
BB wrong pronunciation 11 erroneously generous
CC particle omission/addition/substitution 10 honest mistake
DD chopped sentence (at the beginning or ending) 9 erroneously generous
EE approximation error 8 honest mistake
FF repetition error 7 erroneously generous
GG wrong prompt from the beginning and audio not matching the prompt 3 erroneously generous

# total 59

Table 8: Analysis on the mismatched annotations between gold (label=valid) and silver (label=invalid).
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