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Abstract

Speech-to-text translation (ST) is a cross-modal
task that involves converting spoken language
into text in a different language. Previous re-
search primarily focused on enhancing speech
translation by facilitating knowledge transfer
from machine translation, exploring various
methods to bridge the gap between speech and
text modalities. Despite substantial progress
made, factors in speech that are not relevant to
translation content, such as timbre and rhythm,
often limit the efficiency of knowledge trans-
fer. In this paper, we conceptualize speech
representation as a combination of content-
agnostic and content-relevant factors. We ex-
amine the impact of content-agnostic factors
on translation performance through prelimi-
nary experiments and observe a significant per-
formance deterioration when content-agnostic
perturbations are introduced to speech signals.
To address this issue, we propose a Speech
Representation Purification with Supervision
Enhancement (SRPSE) framework, which ex-
cludes the content-agnostic components within
speech representations to mitigate their nega-
tive impact on ST. Experiments on MuST-C and
CoVoST-2 datasets demonstrate that SRPSE
significantly improves translation performance
across all translation directions in three settings
and achieves preeminent performance under a
transcript-free setting.

1 Introduction

Speech-to-text translation (ST) task aims to trans-
late source language speech into target language
text. Earlier conventional ST systems (Sperber
et al., 2017, 2019; Indurthi et al., 2023) typically
cascade automatic speech recognition (ASR) and
machine translation (MT) to perform ST, which
may suffer from error propagation and high latency.
Consequently, end-to-end (E2E) ST systems have
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gained increasing attention due to their potential to
mitigate these deficiencies (Wang et al., 2020a,c;
Liu et al., 2020; Xu et al., 2021; Du et al., 2022).

As a cross-modal task, ST encounters additional
challenges compared to MT, as speech encom-
passes not only the content information necessary
for translation but also other factors such as timbre
and pitch. Therefore, MT is often considered as
the performance upper-bound of ST, prompting re-
searchers to devote considerable effort to designing
sophisticated methods for facilitating knowledge
transfer from MT to ST, such as multi-task learn-
ing (Ye et al., 2021a; Zhang et al., 2023c; Zhou
et al., 2024), knowledge distillation (Liu et al.,
2019; Zhang et al., 2023b; Lei et al., 2023), and
cross-modal alignment (Fang et al., 2022; Ye et al.,
2022; Zhou et al., 2023; Yan et al., 2024; Le et al.,
2023). Howeyver, the inherent information diver-
gence between speech and text continues to hin-
der the efficiency of knowledge transfer and the
generalization capability (Chan and Ghosh, 2022;
Zhang et al., 2024). Despite impressive improve-
ments achieved in previous research, the impact
of redundant speech factors on ST models is often
overlooked.

In this paper, we view speech as an amalga-
mation of information, and following previous
works (Qian et al., 2020; Ho Chan et al., 2022), we
conceptualize it as a composite of four components:
language content, timbre, pitch, and rhythm. We
define the language content as content-relevant
information, which refers to the textual informa-
tion contained in speech signals. Consequently,
the other three components are defined as content-
agnostic information. We first conduct a prelim-
inary study (see Section 2) to investigate the cor-
relation between the model’s performance and the
content-agnostic information. We observed that
the ST model is susceptible to perturbations in the
content-agnostic aspects of speech, with a signifi-
cant performance gap between using original and
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Figure 1: BLEU scores on MuST-C En-De dev subsets.
VC and raw denote the BLEU scores are calculated with
voice-converted audio s and raw audio s, respectively.
The Green bar denotes the G value.

perturbed speech as input. Moreover, the transla-
tion quality declines rapidly as content-agnostic
information increases. Based on these findings, we
aim to purify the speech representation by explic-
itly filtering out the content-agnostic components.

To achieve this, we propose the Speech
Representation Purification with Supervision
Enhancement (SRPSE) framework. Specifically,
we introduce a content-agnostic encoder and a
complex-information encoder to extract content-
agnostic information and comprehensive speech
features, respectively. An orthogonal projection
purification (OPP) module first isolates the content-
agnostic component within the complex features
and then eliminates it to obtain purified representa-
tions. Additionally, to adequately extract content-
agnostic information, we implement a supervision
enhancement method that perturbs the speech input
during training, accompanied by a consistency loss
to constrain the representation, thereby enhancing
the model’s robustness and purification capability.

Notably, our method does not require transcrip-
tions or additional annotations to accomplish the
purification. As a result, it maintains higher flex-
ibility and can be applied to unwritten languages
that do not possess any transcription data.

We conduct experiments on the MuST-C and
CoVoST-2 datasets, covering ten translation direc-
tions, in scenarios with and without transcriptions,
as well as with additional MT data. The experi-
mental results demonstrate the superiority of our
method on all translation directions, and achieving
preeminent performance without transcriptions.
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Figure 2: Averaged G values of each T-Enc layer’s
outputs.

55 - IE(VC) ~@- IE(Raw)
5.0
[=»
2
]
m
545
£ N
40 //

35

1 5 6

2 3 4
Serial Number of the Decoder Layer

Figure 3: Averaged information entropy of cross-
attention weights.

2 Preliminary Analysis

In this section, we examine the impact of content-
agnostic perturbations on the ST model. Typi-
cally, an ST dataset that contains triplet data can
be formed as D = {(s,x,y)}, where s, x, y de-
note source speech, transcription, and translation,
respectively. To perturb in the content-agnostic
aspects of speech while preserving the content-
relevant information, we use a voice conversion
(VC) system (Chou et al., 2019) to modify the
speaker’s information, transforming the source
speech s into its perturbed version s. We conduct
experiments based on XSTNet (Ye et al., 2021a),
more experimental details are described in Ap-
pendix A. By feeding either s or s into the model,
we measure the extent to which the model is influ-
enced by content-agnostic perturbations, quantified
by G, which is defined as the sentence-level L2
distance between the output representations of the
textual encoder:

G =[l Avg(fe(s)) — Aveg(fe(s)) [, (1)
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where Avg(-) denotes average pooling on the tem-
poral dimension, and f,(-) means the correspond-
ing output of textual encoder. A higher GG value
indicates a greater impact on the model.

Impact on Translation Quality To demonstrate
the correlation between the degree of perturbations
and translation performance, we calculate G for
all samples in MuST-C (Di Gangi et al., 2019) En-
De dev set and divide the samples into five equal-
sized subsets based on their G values. As shown
in Figure 1, when s is used as input we observe a
significant decline in BLEU scores as the G value
increases; meanwhile, the BLEU gap (grey area
in Figure 1) widens. These findings suggest that
the model focuses excessively on context-agnostic
information and is highly susceptible to perturba-
tions.

Impact on Textual Encoder Furthermore, we in-
vestigate the response of textual encoder to pertur-
bations by tracking fluctuations of GG value across
each layer. As illustrated in Figure 2, as the layers
deepen, the G value' consistently rises, indicating
that the textual encoder fails to neutralize perturba-
tions and cannot effectively extract content-relevant
information.

Impact on Decoder To explore the relationship be-
tween representation perturbation and decoder per-
formance, we compute the information entropy (IE)
of cross-attention weights in each decoder layer, as
shown in Figure 3. Higher IE values are observed
in every decoder layer when S input to the model,
indicating greater uncertainty during the decoding
process. This phenomenon is more pronounced in
deeper layers, contributing to performance degra-
dation.

Based on the observations and analyses above,
we can conclude that the model lacks robustness
against content-agnostic information in speech, ul-
timately leading to performance degradation. In-
spired by these findings, we aim to extract and elim-
inate content-agnostic information from speech fea-
tures to improve translation performance.

3 Method

In this section, we present our model architecture in
Section 3.1, followed by a detailed explanation of
the proposed Speech Representation Purification
with Supervision Enhancement (SRPSE) method

"Note that layer normalization is applied at the top of the
final layer of the textual encoder, which accounts for the larger
scale of G values in Figure 2 compared to Figure 1.
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Figure 4: Overview of our proposed framework. The
text embedding and MT forward path are deprecated
during inference or training in the transcript-free setting.

in Section 3.2. An overview of our framework is
illustrated in Figure 4.

3.1 Model Architecture

Our model primarily comprises six modules: the
speech encoder (S-Enc), the content-agnostic en-
coder (CA-Enc), the complex-information encoder
(CI-Enc), the orthogonal projection purification
(OPP) module, the textual encoder (T-Enc), and
the decoder.

Speech Encoder We adopt Wav2vec2.0
base (Baevski et al., 2020) to extract low-
level features, and a two-layer 1D CNN with stride
2 to reduce the sequence length by a factor of 4.
CA-Enc & CI-Enc The CA-Enc and CI-Enc con-
sist of N® and N# Transformer encoder layers,
respectively, which use the same configurations
as the vanilla Transformer, except that pre-norm
(Xiong et al., 2020) is applied for stable training.
The hyper-parameters N and N are both set to 1.
The CA-Enc is expected to extract content-agnostic
information, while the CI-Enc captures full infor-
mation of speech.

Orthogonal Projection Purification (OPP) As
depicted in Figure 5, the OPP module mainly com-
prises three components: speaker classifier, signal-
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Figure 5: Diagram of OPP Module. It consists of two
classifiers and an orthogonal projection layer.

to-noise ratio (SNR) classifier, and orthogonal pro-
jection layer (OPL) (Qin et al., 2020). The speaker
classifier and the SNR classifier predict speaker
IDs and background noise levels , respectively, us-
ing the output representations of CA-Enc. These
classifiers are designed to provide supervisory in-
formation for CA-Enc. The OPL is introduced
to eliminate the content-agnostic aspects in com-
plex features, thereby producing purified represen-
tations that are only relevant to the speech content.
Textual Encoder With the same configurations as
the CA-Enc and CI-Enc, the T-Enc further extracts
the high-level semantic hidden representations of
speech and text.

Decoder We employ the base configuration as the
vanilla Transformer decoder. It generates the trans-
lation sequences for ST or MT tasks. The corre-
sponding translation objective is defined as:

Lsr=— > logP(y]s), )
(s,y)€D

Lur=— Y logP(y|x). (3
(x,y)€D

Besides, we minimize the Jensen-Shannon Diver-
gence (JSD) between MT and ST probability dis-
tributions to transfer knowledge from MT to ST:

Lisp= Y  ISD[P(y|s)| Ply|x).
(s,x,y)€D

4

3.2 Speech Representation Purification with
Supervision Enhancement(SRPSE)

As mentioned in Section 2, we aim to purify the
complex speech representations by dislodging the
content-agnostic part. Two major problems ham-
per us from achieving our goal: (1) Given the

content-agnostic representation H® output by CA-
Enc and the complex speech representation H?
output by CI-Enc, how do we produce the ideal
purified speech representation H?? (2) How do
we ensure the H® truly includes adequate content-
agnostic information?

Orthogonal Projection Purification To answer
the first question we introduce the orthogonal
projection layer (OPL) to eliminate the content-
agnostic parts present in the complex features, pro-
ducing a purified representation H” which is only
relevant to the content.

Specifically, we first project the complex rep-
resentation H? extracted by the CI-Enc to the
content-agnostic representation H® extracted by
the CA-Enc to obtain HA":

[0} Q
(Ch— ﬂl (3)
[ He | | He |

This operation entails the mining of content-
agnostic components within the complex features.
Then we project H? to the orthogonal hyperplane
of H?" to obtain H". In practice, this projection
formed as:

H' =H’ - H"". (6)

This process eradicates redundancy within complex
features, yielding the purified speech representa-
tion. However, we expect there is no information
overlapping between content-agnostic and purified
representations, but the orthogonality of represen-
tations does not imply a complete absence of mu-
tual information between them. Thus we introduce
vCLUB (Cheng et al., 2020) to minimize mutual
information upper bound between H” and H?":

1 h 1w
Lyt = N [T Zlog go(H] | H]")
=1 t=1
11 h& @
- NfZZIOgQO(Hz | Hf )]
j=1t=1

where go(H” | H?") serves as a variational approx-
imation of posterior p(H” | H?") with approxima-
tion network #. More details about the vCLUB and
our implementation are elaborated in Apppendix D.
Content-Agnostic Supervision Enhancement For
the second question, without stricter constraints
on the CA-Enc, supervision signals generated by
the mutual information minimization task may be
insufficient. Therefore, we employ speech per-
turbations to introduce richer supervision signals
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and further enhance the purification process. We
employ three perturbation policies: noise inter-
ference, pitch shift and time stretch (Park et al.,
2019). For each speech input, we randomly sam-
ple a signal-to-noise ratio € € {5, 10, 20, 50, o0},
a pitch shift step p € {—1,0,+1} and a stretch
rate 7 € {0.8,0.9,1.0,1.1,1.2}. Then a transfor-
mation defined by these three factors is applied to
each sample using torchaudio toolkit (Yang et al.,
2021):

$ = fleur)(s), (®)
when € = 400, p = 0, and 7 = 1.0, it denotes the
policy is not applied.

The s also forward in S-Enc, CA-Enc, CI-Enc,
and OPP module. With speaker IDs and ¢ serving
as content-agnostic supervision signals, we can
now regularize the CA-Enc by these two classifiers
mentioned in (Section 3.1) with:

1
Lspx = —5 3,2, log P(spk; | HY)

+log P(spk; | H®)),

(©))

1
Lonn = —5 (3212 log Pe; | H)

. -
+ 317 log P(e; | H)J,

where H is the counterpart of H® when s input
to the model. We don’t utilize p and 7 explicitly,
but incorporating these two perturbations enhances
the difficulty of predicting speaker IDs, providing
sterner regularization to CA-Enc.

Theoretically, if SRPSE is capable of filtering
out all content-agnostic information, it should gen-
erate a similar representation regardless of the s
or S serves as input to our model. Therefore we
anticipate a higher degree of proximity between
H" and its counterpart H”. We average H” and
H"” on temporal dimension to get sentence-level
representation and employ a consistency loss to
bring them together:

(10)

D
Loonsis = Y, || Avg(HY) — Avg(H") ||z -
11
The overall training objectives of transcript-free
setting and multi-task setting are as follows:
Lrr = Lst + L3pk + LsNR

(12)
+ M Lconsis + A2Lwr,

Lyt = L1F + Lyt + L8,

where A1 and \g are hyper-parameters.

(13)

4 Experiments

4.1 Experimental Setup

Datasets We conduct experiments on MuST-
C (Di Gangi et al., 2019) and CoVoST-2 (Wang
et al., 2020b) datasets. MuST-C is a one-to-many
ST dataset, covering pairs from English to Dutch
(ND), French (Fr), German (De), Italian (It), Por-
tuguese (Pt), Romanian (Ro), Russian (Ru), and
Spanish (Es). CoVoST-2 is a large and diversi-
fied multilingual ST corpus, we experiment in
the German-English and French-English directions.
Both of these datasets comprise triplet data sources:
speech, transcription, and translation, which are
meticulously aligned at the sentence level. For a
fair and comprehensive comparison, we follow (Du
et al., 2022; Zhou et al., 2023), the WMT16 En-De,
WMT14 En-Fr, and WMT13 En-Es serve as ex-
ternal data for German, French, and Spanish trans-
lation respectively. The detailed statistics for all
datasets are shown in Appendix B.

Training settings There are three settings for
speech translation tasks: transcript-free, multi-task,
and expanded. For transcript-free setting, only the
(s,y) pairs are used to train our model, and the
training objective is Equation 12. For multi-task
setting, we use (s, x,y) triplets with Equation 13.
For expanded setting, we first pre-train the corre-
sponding components with the external MT dataset
then fine-tune our model with progressive train-
ing (Ye et al., 2021b) on MuST-C triplets.
Experiment Details The implementation of our
model is based on fairseq2 (Ott et al., 2019). The
hyper-parameters \;, Ao, N, and N” are set to
1.0, 0.01, 1, and 1, respectively. The textual
encoder and the decoder consist of 5 and 6 lay-
ers, respectively. We report case-sensitive deto-
kenized BLEU scores using SacreBLEU (Post,
2018) in our main results, and additionally present
ChrF++ (Popovi¢, 2017) and COMET (Rei et al.,
2022) scores in our ablation study and analysis.
Appendix C shows more implementation details
and explanations for the baselines. Detailed hyper-
parameter selection experiments are also provided
in Appendix E.

4.2 Main Results

Comparison with End-to-End Baselines The
main results on the MuST-C and CoVoST-2
datasets are presented in Table 1 and Table 2,

2https://github.com/facebookresearch/fairseq
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Models En-De En-Fr En-Ru En-Es En-It En-Nl En-Pt En-Ro Avg.
Training in transcript-free setting
Fairseq ST (Wang et al., 2020a) 22.7 329 15.3 272 227 273 281 219 248
Revisit ST (Zhang et al., 2022) 23.0 335 15.6 28.0 235 - - - -
W2V2-Transformer(Fang et al., 2022)  24.1 35.0 16.3 294 248 289 300 231 265
CCSRD (Zhao et al., 2023) 254 35.8 16.8 302 258 - - - -
DUB (Large) (Zhang et al., 2023a)t 26.2 353 - 304 - - - - -
BT4ST (Fang and Feng, 2023)7} 26.6 369 - 31.2 - - - - -
SRPSE 26.2%  36.5*%  17.6% 31.2* 26.1* 30.4* 31.9* 24.6% 28.0*%
Training in multi-task setting
Memory-ST (Yuan et al., 2024) 23.2 335 - 28.6 239 27.6 28.7 - -
XSTNet (Ye et al., 2021b) 25.5 36.0 16.9 29.6 255 300 313 25.1 275
STEMM (Fang et al., 2022) 25.6 36.1 17.1 303 256 30.1 310 243 275
ConST (Ye et al., 2022) 25.7 36.8 17.3 304 263 306 320 248 280
MCTN (Zhou et al., 2024) 25.9 36.1 17.1 303 257 - - - -
Siamese-PT (Le et al., 2023) 26.2 36.9 16.8 298 259 298 321 248 27.8
CCSRD (Zhao et al., 2023) 26.1 37.1 17.8 31.0 264 - - - -
M3ST (Cheng et al., 2023) 26.4 37.2 18.3 31.0 266 309 328 254 286
CMOT (Zhou et al., 2023) 27.0 37.3 17.9 31.1 269 312 327 253 287
SRPSE 26.9* 37.4* 183* 31.4* 27.0* 31.4* 32.8* 25.5*% 28.8*

Table 1: BLEU scores on MuST-C tst-COMMON set under transcript-free setting and multi-task setting. 1 indicates
external target-side MT data was used during training. * denotes the improvements over the W2V2-Transformer
baseline in transcript-free setting and XSTNet baseline in multitask-setting is statistically significant (p < 0.01).

Models Fr-En De-En
Transformer-ST (Wang et al., 2020b) 26.3 17.1
Revisit ST (Zhang et al., 2022) 269 14.1
U2TT (Large) (Zhang et al., 2023a) 27.4 16.7
DUB (Large) (Zhang et al., 2023a)7 29.5 19.5
SRPSE 293 214

Table 2: BLEU scores on CoVoST-2 De-En and Fr-
En test sets under transcript-free setting. 1 indicates
external targe-side MT data was used during training.

respectively. In the transcript-free setting, our
model achieves distinguished performance, and sig-
nificantly outperforms W2V2-Transformer (Fang
et al., 2022) by an average of 1.5 BLEU scores.
It attains either superior or comparable perfor-
mance on MuST-C and CoVoST-2 with fewer pa-
rameters and less training data®, compared to our
strongest baselines, DUB (Large) (Zhang et al.,
2023a) and BT4ST (Fang and Feng, 2023). In
the multi-task setting, our model exceeds XST-
Net (Ye et al., 2021b) on MuST-C by an average
of 1.3 BLEU scores and surpasses our strongest

‘DUB (larger) has a larger model size than ours (260M
vs. 160M), BT4ST employs multiple models for back transla-
tion, and both of them utilize additional target-side MT data,
whereas our model only uses speech-translation pairs.

Models En-De En-Fr En-Es
W2V2-Transformer (Fang et al., 2022) 26.9 36.6 30.0
TDA (Du et al., 2022) 27.1 - -
Chimera (Han et al., 2021) 27.1 356 30.6
SATE (Xu et al., 2021) 28.1 - -
STEMM (Fang et al., 2022) 287 374 31.0
XSTNet (Ye et al., 2021b) 27.8 38.0 30.8
ConST (Ye et al., 2022) 283 383 320
CMOT(Zhou et al., 2023) 29.0 395 328
SRPSE 29.2*% 39.9* 33.0*

Table 3: BLEU scores on MuST-C tst-COMMON set
with external training data (expended setting). * means
the improvements over XSTNet are statistically signifi-
cant (p < 0.01).

baseline, CMOT (Zhou et al., 2023). As shown
in Table 3, with the introduction of external MT
data, our model also gains an average of 1.8 BLEU
scores improvement compared with XSTnet and
outperforms CMOT slightly. These gains verify
the effectiveness of our approach.

Among all baselines, CCSRD (Zhao et al., 2023)
aim to address similar issues, they chose to encode
the speech representation into two components di-
rectly and the cyclic reconstruction is a sophisti-
cated decoupling approach. Unlike CCSRD, our
approach focuses on extracting and filtering out the
redundant parts in speech representations.
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Models En-De En-Es
Espnet (Inaguma et al., 2020)  23.6 28.7
Ye et al. (2021b) 25.2 -
Xu et al. (2021) 28.1 -
Cascade 26.8 30.3
SRPSE 29.2*%  33.0%

Table 4: Our method versus the cascaded models on
MuST-C En-De and En-Es tst-COMMON set. Cascade
is a strong cascaded system we implemented. * mean
the improvements over the cascaded baseline are statis-
tically significant (p < 0.01).

Comparison with Cascaded Baselines Table 4
illustrates the performance of our model compared
to several cascaded baselines. Among these, the
Cascade refers to our implementation of a cascade
system. The ASR part is trained on a mixture of
LibriSpeech (Panayotov et al., 2015) and MuST-C
data, and the MT part is trained on external MT
and MuST-C data. The statistics denote SRPSE
significantly outperforms all cascade baselines.

4.3 Ablation Study

To evaluate the contribution of each training objec-
tive, we progressively eliminate them, and the re-
sults are shown in Table 5. First, we remove Lspi
solely, resulting in a slight drop in both BLEU and
ChrF++ by 0.2 points, and COMET drop by 0.5
points, indicating that our method does not heavily
rely on speaker annotations from the ST dataset.
In EXp.IV, when LCONSIS’ ﬁspK, and »CSNR arc
removed, BLEU scores decrease by 0.5 points, in-
dicating the positive impact of our supervision en-
hancement strategy. Further removing the Ly and
deleting CA-Enc and OPP Module in Exp.V, we ob-
served a decrease of 0.3 BLEU scores, proving that
the constraint of mutual information is effective.
In Exp.VI, with the absence of Ljsp, the BLEU
scores dropped by 0.4, highlighting the significant
impact of knowledge transfer.

5 Analysis

5.1 Can SRPSE Purify Speech
Representation?

To assess the effectiveness of our approach in pu-
rifying speech representations, we extract text and
speech representations from T-Enc input and vi-
sualize them using t-SNE (Van der Maaten and
Hinton, 2008). Additionally, we calculate the av-

#EXP-‘[/CONSIS Lsnr Lspr Lwvr EJSD‘BLEU ChrF++ COMET

I v v v v v 1269 541 75.2
I v v X v v 267 539 74.7
11 X v v v v | 267 540 74.9
v X X X v v | 264 536 74.1
\'% X X X X v 26.1 53.3 73.7
VI X X X X X 25.7 52.8 73.0

Table 5: Ablation on training objectives under multi-
task setting. BLEU, ChrF++, and COMET scores are
reported on MuST-C En-De tst-COMMON set.

(a) wio SRPSE (Sim. 0.32) (b) W/ SRPSE (Sim. 0.58)

Figure 6: Bivariate KDE contour plot of speech and text
representations on MuST-C En-De tst-COMMON set.
Yellow and blue lines are speech and text representations
respectively. T-SNE is utilized to reduce dimension to
2D. Sim. denotes the cosine similarity between these
two representations. (a) The same configurations as that
in Table 5 Exp.IV. (b) Our SRPSE.

erage cosine similarity between cross-modal repre-
sentations. Figure 6 is the bivariate kernel density
estimation (KDE) plot, where greater overlap in-
dicates more similar representation distributions.
Without SRPSE, speech and text representations
are clearly separated, with a relatively low aver-
age cosine similarity of 0.32. When SRPSE is ap-
plied, the representations are brought significantly
closer, leading to a higher cosine similarity of 0.58.
Such phenomena suggest our approach can gen-
erate purified speech representation that contains
more content-relevant information, and accounts
for higher consistency with its text counterpart.

5.2 Is SRPSE Robust to Content-agnostic
Perturbations?

We conduct the same experiment as in Section 2,
using voice conversion to perturb the speech input
to assess the robustness of our model. Figure 7
illustrates the trend in BLEU scores as the G value
increases. The averaged (G value across 5 subsets
in Figure 1 is 4.05, while our model is 3.8, suggest-
ing the representations of our model have higher
stability. Notably, the BLEU gap (grey area) is
greatly reduced compared to Figure 1. As evident
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Figure 7: BLEU scores on MuST-C En-De dev subsets
with our SRPSE. Perturbed and raw denote the BLEU
scores are calculated with perturbed audio s and raw
audio s respectively. The Green bar denotes the G value.

from these experimental findings, SRPSE achieves
better performance under perturbations, confirming
that our SRPSE enhances robustness.

5.3 What’s the Difference Between our
Supervision Enhancement and Data
Augmentation?

To validate the effectiveness of our architecture
and differentiate our approach from the conven-
tional data augmentation method, we conduct ex-
periments for further analysis. We re-implement
the Exp.V in Table 5, but using the perturbation
method described in Section 3.2 as a data augmen-
tation method, resulting in BLEU scores of 26.12.
Despite augmenting the audio, there was only a
negligible improvement compared to Exp.V. This
clarifies that the performance gains of our method
stem from a delicately designed model structure
rather than merely expanding the training data.

5.4 What’s the Additional Computational
Cost Associated with the Introduction of
New Modules?

To evaluate the efficiency of our pipeline, we con-
duct experiments on MuST-C (Di Gangi et al.,
2019) En-De tst-COMMOM set. We set both beam
size and batch size to 1 and performed inference
on this set for 10 runs. For the baseline W2V2-
Transformer (Fang et al., 2022), the average time
cost is 421.83 seconds and the average tps (tokens
per second) is 166.51. In comparison, our model
has an average time cost of 442.78 seconds and a
tps of 156.72. This represents an approximately
5% increase in inference time and a 6% decrease in
tps compared to the baseline. These results demon-

strate that the additional modules introduce mini-
mal computational overhead.

6 Related Work

Training an end-to-end ST model that does not
produce intermediate transcriptions is no easy job
because of the modality gap and the scarcity of
speech-transcription-translation supervised data.
To address these issues, many techniques have been
used, including pretraining (Pino et al., 2020; Aline-
jad and Sarkar, 2020; Dong et al., 2021; Xu et al.,
2021), multi-task learning (Tang et al., 2021; Ye
et al., 2021b; Vydana et al., 2021), data augmen-
tation (Lam et al., 2022; Mi et al., 2022), meta-
learning (Indurthi et al., 2020), and cross-modal
alignment (Han et al., 2021; Xu et al., 2021; Ye
et al., 2022; Fang et al., 2022).

While most research chose to migrate the transla-
tion ability from MT to ST by designing exquisite
model architectures or training procedures, few
studies have investigated the correlation between
speech characteristics and translation performance.
Zhang et al. (2024) noticed the intrinsic modal dif-
ferences and proposed to align the representation
space rather than individual sample pairs, avoid-
ing directly modifying the speech representation.
Zhao et al. (2023) tackled this issue more straight-
forwardly, they proposed to decompose speech rep-
resentation into content and non-content represen-
tation via disentanglement representation learning.

Representation purification aims to decompose
various components behind data and utilize par-
tial components to improve specific tasks, which is
used extensively across numerous fields (Qin et al.,
2020; Kong et al., 2023; Li et al., 2023; Zhu et al.,
2023; Xie et al., 2022). In text-to-speech (TTS)
tasks, there has been a trend to decouple multiple
acoustic features from speech to generate expres-
sive speech. Skerry-Ryan et al. (2018), and Lee
et al. (2021) proposed to disentangle prosody infor-
mation for synthesizing high-quality audio. Qian
et al. (2020), Yang et al. (2022) and Ho Chan et al.
(2022) suggested that disentangling more aspects
of speech could boost the performance of TTS.
In this paper, we conduct comprehensive experi-
ments to investigate the correlation between speech
translation quality and various speech components.
Based on our experiment results, our method dis-
tinct from prior efforts, emphasizes the extraction
of the content-agnostic part of speech represen-
tations, coupled with a purification framework to
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eliminate it, ultimately elevating translation quality.

7 Conclusion

In this paper, we propose SRPSE, an ST framework
that purifies speech representation by eliminating
content-agnostic information. The experimental
results demonstrate the validity of the proposed
framework under three training settings. In-depth
analyses demonstrate that SRPSE successfully pu-
rifies the speech representation and achieves higher
robustness against content-agnostic perturbations.

Limitations

Although the proposed method facilitates ST to
purify speech representation and obtains significant
improvements over previous methods, it still has
some limitations: (1) There are too many content-
agnostic factors in speech, only some of which are
explored in this paper. (2) The content-agnostic
factors extraction granularity is not fine enough,
some of these factors could be also used to improve
ST. (3) Whether our method can still be combined
with multi-modal large language models to further
improve the translation performance is unclear. We
leave these to our future exploration.
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A Preliminary Experiment Details

Our preliminary experiment are implemented base
on XSTNet (Ye et al., 2021b), we first train this
model from scratch with MuST-C (Di Gangi et al.,
2019) En-De training set. Then we convert the
MuST-C training samples with a one-shot voice
conversion system (Chou et al., 2019)*. Specif-
ically, we randomly collect 1000 samples from
Common Voice (Ardila et al., 2020) dataset with
different speakers. For each sample in MuST-C
En-De, we randomly select 1 sample from 1000
CommonVoice samples to perform on-shot voice
conversion.

B Statistics of all datasets

ST MuST-C) MT
Lang | hours #sents | name #sents
MuST-C En — X
En-De | 408 234K | WMT16 4.6M
En-Ru | 489 270K | WMTI14 40.8M
En-Es | 504 270K | WMT13 15.2M
En-It | 465 258K - -
En-Fr | 492 280K - -
En-Ro | 432 240K - -
En-Pt | 385 211K - -
En-Nl | 442 253K - -
CoVoST-2 X — En

De-En | 184 - - -
Fr-En | 264 - - -

Table 6: Statistics of all the datasets we used.

C Experimental Details

Training and Implementation Details For speech
input, we use the raw 16-bit 16kHz mono-channel
audio waveform. Training set samples with speech
frames greater than 480,000 or less than 1,000 are
removed. For each translation direction, we employ
the unigram sentencepiece (Kudo and Richardson,
2018) model to build a subword vocabulary with a
size of 10000 on the text data from the training set,
the dictionary is shared across source and target
languages.

We set the hidden size to 512, the FEN hidden di-
mension to 2048, and 8 attention heads. We set the

4https ://github.com/jjery2243542/adaptive_
voice_conversion

number of layers of CA-Enc, CI-Enc, T-Enc, and
Decoder to 1,1,5, and 6, respectively. Both the clas-
sifiers in the OPP module employ the same archi-
tecture that consists of two linear layers with ReLU
activation and a softmax classification layer, the
inner hidden size of the linear layer is set to 1024.
According to the settings demonstrated above, our
model has approximately 165 million trainable pa-
rameters. We use the Adam (Kingma and Ba, 2017)
optimizer and inverse square root learning schedule
with 4k warm-up updates.

We set the learning rate to le-4, dropout to 0.1,
and label smoothing value to 0.1. We save a check-
point at the end of each epoch and the training
will early stop if the BLEU scores don’t increase
for 10 epochs on the dev set. During inference,
we average the model parameters on the last 10
checkpoints based on the performance on the dev
set and adopt the beam search strategy with beam
size 10. The length penalty is set to 1.0, 1.0, 0.5,
0.2,0.3,0.5, 1.0, and 1.2 for En to De, Fr, Ru, Es,
It, NI, Pt, and Ro, respectively. To perform a fair
comparison with other models, we calculate and
report case-sensitive detokenized BLEU scores us-
ing sacreBLEU" (Post, 2018) on tst-COMMON set.
We also provide the ChrF++%, and COMET (Rei
et al., 2022) scores with wmt22-comet-da model.
We train all models with 2 Nvidia A40 GPUs, the
training takes about 2 days to converge.

Baselines We compared our approach with sev-
eral strong end-to-end ST systems under mul-
titask setting including: our baseline model
XSTnet (Ye et al., 2021a), Memory-ST (Yuan
et al., 2024), STEMM (Fang et al., 2022),
ConST (Ye et al., 2022), MCTN (Zhou et al.,
2024), Siamese-PT (Le et al., 2023), CCSRD (Zhao
et al., 2023), M3ST (Cheng et al., 2023), and
CMOT (Zhou et al., 2023). We also compared
our method to other methods without the use of
transcription data, including Transformer-ST with
ASR pre-training (Wang et al., 2020b), Revisit
ST (Pino et al., 2020), W2V2-Transformer (Fang
et al., 2022), and CCSRD (Zhao et al., 2023),
DUB (Zhang et al., 2023a), and BT4ST (Fang and
Feng, 2023). Note that although we compare our
model with DUB and BT4ST under transcript-free
setting, these two models utilized additional MT

Shttps://github.com/mjpost/sacrebleu, BLEU Sig-
nature: nrefs:1 | bs:1000 | seed:12345 | case:mixed | eff:no |
tok:13a | smooth:exp | version:2.0.0

®ChrF2++ Signature: nrefs:1 | bs:1000 | seed:12345 |
case:mixed | eff:yes | nc:6 | nw:2 | space:no | version:2.0.0
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training data to generate source speech or discrete
audio tokens. In addition, we compared our ap-
proach to these baseline systems that use additional
MT data.

D Variational Mutual Information
Upper-bound Estimation

Algorithm 1 Mutual Information Upper-bound
Minimization with vCLUB

Input: Content-agnostic representations H?";
Purified representation H7;
Our model 8™;
Approximation network 6;
L(0) = § Xy loggo(HY | HP);
for each training iteration do
while 6 is not converge do
update 6 by maximizing £(6)
end while
Estimate MI upper bound by Equation 7
Calculate the total loss (Equation 3)
update 0™
end for

To estimate the mutual information upper-bound
between H” and H”", the contrastive log-ratio up-
per bound (CLUB) (Cheng et al., 2020) is defined
as:

Zerus = By ey llog p(H™ | H)]

. (14)

—EP(HW)EP(Hg*)[Ing(H’Y | H’ )]s
However, the conditional distribution p(H" | H?")
is unknown in our task. The CLUB was extended
to more tasks by using a variational distribution
qo(H” | H?") with an approximation network 6.
This variational CLUB (vCLUB) is consequently
defined as:

Tyorus = By wovy[log o (HY | H))]

RNCE)
_Ep(H'Y)]Ep(HB*)[lOg qe(H” | H” )],

In practice, the approximation network  consists
of two sub-networks (both are stacks of 5 linear
layers with activation functions) that were used to
model the posterior p(HY | H?") by predicting a
set of means and variances. This approximation
network possesses an independent optimizer and is
optimized alternatively during training. Addition-
ally, following (Xia et al., 2023), we tailor it to suit
our task, the mutual information loss is defined as
in Equation 7.

The detailed optimization process is demon-
strated in Algorithm 1, for every step: (1) speech
features firstly forward in our main network to get
the content-agnostic and content-relevant represen-
tations. (2) Then the approximation network was
optimized by 10 steps to converge. Then it will es-
timate the mutual information and we can calculate
the Lj;r with Equation 7. (3) Our main network
can perform backward and be optimized.

E Hyper-parameter Selection
Experiments

26. 7= ]

Figure 8: BLEU scores with different number of CA-
Enc layers N* on MuST-C En-De tst-COMMON set.
Here the x-axis is the number of layers.

Figure 9: BLEU scores with different number of CI-Enc
layers N® on MuST-C En-De tst-COMMON set. Here
the x-axis is the number of layers.

As demonstrated in Section 4.1, we set the hyper-
parameters \j, A2, N¢, and NP to 1.0, 0.01, 1,
and 1, respectively. We detail the hyper-parameter
selection experiments in this section. Note that
we set the number of T-Enc layers to 6 — N to
maintain an approximate model size with previous
works for a fair comparison. Firstly, our initial
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Figure 10: BLEU scores with different \; on MuST-C
En-De tst-COMMON set. Here the x-axis is the weight

of Lconsis-

setup of A1, Ao, N¢, and NPis1.0,0.01, 3, and 3,
respectively.

The results of selecting N are shown in Fig-
ure 8. We find the performance has almost no
changes as the number of layers increases, consid-
ering the computational expanse, we fix N“ to 1.
The results of selecting N are shown in Figure 9,
for better translation quality, we set N to 1. We
also demonstrate the selection experiments of A;
in Table 10, and we finally fix the A\; to 1.0. We
didn’t conduct experiments for selecting Ao, fol-
lowing Yang et al. (2022), we set A2 to 0.01, which
means the performance of our model can still be im-
proved by conducting more experiments to select
A2.
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