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Abstract

We propose the VLR-BENCH, a visual ques-
tion answering (VQA) benchmark for evalu-
ating vision language models (VLMs) based
on retrieval augmented generation (RAG). Un-
like existing evaluation datasets for external
knowledge-based VQA, the proposed VLR-
BENCH includes five input passages. This al-
lows testing of the ability to determine which
passage is useful for answering a given query,
a capability lacking in previous research. In
this context, we constructed a dataset of 32,000
automatically generated instruction-following
examples, which we denote as VLR-IF. This
dataset is specifically designed to enhance the
RAG capabilities of VLMs by enabling them
to learn how to generate appropriate answers
based on input passages. We evaluated the va-
lidity of the proposed benchmark and train-
ing data and verified its performance using the
state-of-the-art Llama3-based VLM, the Llava-
Llama-3 model. The proposed VLR-BENCH!'
and VLR-IF? datasets are publicly available
online.

1 Introduction

The search for external knowledge is very impor-
tant for VLMs because it is often impossible to
find answers directly from images in response to
user queries (Marino et al., 2019). Previous stud-
ies attempted to incorporate external knowledge
into VLMs. Among these efforts, dense passage
retrieval (Karpukhin et al., 2020) has been used to
search for documents related to queries in an at-
tempt to solve this problem (Luo et al., 2021; Gao
et al., 2022). However, as Lin and Byrne (2022)
pointed out, these models face challenges in deter-
mining whether the retrieved documents are useful
for answering queries.Following this, the proposed
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RA-VQA (Lin and Byrne, 2022) introduced an ap-
proach that simultaneously conducts searches and
question-answering to overcome these drawbacks.
However, since the study primarily focused on the
RAG configuration, evaluating how the VLM uti-
lized the search results remained challenging.

To address these issues, we propose a Vision
Language-RAG Benchmark (VLR-BENCH) and
training data to evaluate the Retrieval-Augmented
Generation (RAG) capabilities of VLMs (Lewis
et al., 2021). VLR-BENCH consists of 300 datasets
composed of problems that are difficult to solve
without external knowledge. The data were struc-
tured as an image-query-passage-output, and unlike
conventional VQA datasets, each dataset contained
five distinct passages. Only two passages contained
direct information that could resolve the queries.
This allows us to test the ability, which has been
lacking in previous research, to determine which
passages are useful for answering queries.

In this study, we developed the VLR Instruction
Following (VLR-IF) training data for VLM RAG
based on the data generation method proposed by
LLaVA (Liu et al., 2024) and assessed its utility. We
validated the proposed VLR-BENCH and VLR-IF
training data based on the following three research
questions: (1) Does the proposed VLR-BENCH
require external knowledge retrieval to be solved?
(2) How does the proposed training data impact
external knowledge utilization? (3) How effectively
can public VLMs and commercial models resolve
queries that require retrieval?

In this study, we conducted a baseline perfor-
mance evaluation of VLR-BENCH using the most
recently released vision language models in the
LLAVA-LLAMA-3 series (Contributors, 2023) and
GPT-40 (OpenAl et al., 2024). The contributions
of this study can be summarized as follows:

* We propose multilingual RAG evaluation data,
VLR-BENCH, and training data, VLR-IF, for
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the VLMs.
* Through in-depth analysis, we prove the ac-
tual effect of our dataset.

2 Related Work

VLM Benchmark Datasets. In the VLM bench-
mark, OK-VQA (Marino et al., 2019) is a key open-
domain VQA dataset that uses external knowl-
edge from Wikipedia. Subsequently, A-OKVQA
(Schwenk et al., 2022) and S3VQA (Jain et al.,
2021), which included justifications for answers,
were derived from OK-VQA. Additionally, datasets
targeting specific domains have appeared; for in-
stance, K-VQA (Shah et al., 2019), which inten-
sively utilizes personal information, and ViQuAE
(Lerner et al., 2022), which uses object informa-
tion, were proposed as evaluation datasets. Further-
more, VQA models utilizing knowledge graphs
have been proposed, notably GQA (Hudson and
Manning, 2019), which uses scene graph knowl-
edge and its multilingual expansion (xGQA (Pfeif-
fer et al., 2022) and BOK-VQA (Kim et al., 2024)).
In a different context, datasets providing passages
for evaluating the RAG capabilities of VLMs
have recently emerged. Notable examples include
InfoSeek (Chen et al., 2023) and Encyclopedic
VQA (Mensink et al., 2023). These datasets pro-
vide passages or entire documents, resulting in
performance variations based on the document re-
trieval ability. Detailed information on these exter-
nal knowledge-based VLM benchmark datasets, as
well as their differences from the proposed VLR-
BENCH, can be found in Appendix D.3.

3 Proposed RAG Dataset for VLMs

Benchmarks related to the use of external knowl-
edge by VLMs, as discussed in Section 2, par-
ticularly InfoSeek and Encyclopedic VQA, typi-
cally provide single gold-standard evidence to re-
solve queries. However, real-world RAG-based sys-
tems generate answers by incorporating multiple re-
trieved results (e.g., Top-5). A significant challenge
arises when plausible but incorrect information is
retrieved as external knowledge. Therefore, when
VLM models use RAG, it is essential to evaluate (1)
how accurately external knowledge is retrieved and
(2) the model’s ability to generate correct answers
despite the existence of incorrect information. In
this context, we propose VLR-BENCH, which si-
multaneously considers the correct selection of ex-
ternal knowledge and answers-generated by VLMs.

Input Image Passages

[GOLD] The Anangu people are the traditional owners of
Uluru and have lived in the area for thousands of years.
Uluru is deeply sacred to them, and many of their Tjukurpa
(Dreamtime) stories are connected to this rock formation.

Keywords: Uluru, Anangu

[BRONZE] The Great Barrier Reef, located off the coast
of Queensland, Australia, is the world's largest coral reef
system and a UNESCO World Heritage site.

# [SILVER] Uluru is notable for appearing to change color
y at different times of the day, most notably glowing red at
dawn and sunset.

‘What is the name of the rock formation in
this image, and what is its significance to
the indigenous people of the region?

[SILVER] The Uluru-Kata Tjuta National Park, where
Uluru is located, is a UNESCO World Heritage site and is

Answer home to a variety of flora and fauna unique to the region.

The rock formation is called Uluru, and it
holds great cultural and spiritual
significance to the Anangu people, the
indigenous inhabitants of the region.

[GOLD] Uluru, also known as Ayers Rock, is a large
sandstone rock formation located in the southern part of
the Northern Territory in central Australia. It is one of
Australia's most recognizable natural landmarks.

Figure 1: An example of VLR-BENCH data sample.

In addition, we introduce a construction method
for the VLR-IF dataset designed to enhance the
ability of VLMs to select external knowledge.

3.1 VLR-Bench Dataset

VLR-BENCH was constructed to evaluate whether
VLMs can use the correct external knowledge
to generate accurate responses to query. We con-
structed a parallel corpus of 300 datasets: 150 based
on general knowledge and 150 based on cultural
data from English, Chinese, and Korean. Detailed
examples of the data are provided in Appendix A.

Image Selection. Images are crucial within this
dataset. The diversity of categories among the se-
lected images is essential for depicting a range of
external knowledge. Considering these factors, we
manually curated 150 images from BOK-VQA, de-
veloped explicitly for open-world QA purposes.

We manually extracted 150 images from the 10
categories proposed by BOK-VQA, with 15 images
each from the object-centric, atmosphere-centric,
and relation-centric categories. In addition, We col-
lected 150 images of different languages’ cultural
backgrounds from Wikimedia Commons under the
same conditions as BOK-VQA.

Question Selection. The question selection pro-
cess used GPT-4o to receive recommendations for
high-quality question-answer pairs. We input im-
ages into GPT-4o0 and requested them to gener-
ate ten queries, two essential pieces of external
knowledge required to resolve these queries, and
descriptive answers. To ensure the validity of the
model verification, we imposed the following con-
ditions: (1) The generated data should consist of
question-answer pairs that cannot be resolved with
the image alone. (2) Image information should not
be explicitly evident in the questions to ensure that
queries cannot be resolved using external knowl-
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VLR-IF

Lang. Model

With Passages Without Passages

Jes]
z
I
o

KMS

R-2

R-L BLEU B-Score KMS R-2 R-L BLEU B-Score

LLAVAL.5 (Liu et al., 2024)
LLAVA-LLAMA-3
LLAVA-LLAMA-3+VLR-IF(EN)
X-LLAVA (Shin et al., 2024)
X-LLAVA+VLR-IF(EN)
X-LLAVA+VLR-IF(EN+KO)
QWEN-VL-CHAT

GPT-40 (OpenAl et al., 2024)

88.4
79.2
85.6
80.4
82.4
83.2
84.8
85.6

EN

26.0
254
30.1
28.1
29.4
30.2
32.8
42.6

372
38.8
46.4
422
44.2
452
474
579

14.7
135
20.9
16.9
20.1
20.6
20.6
32.8

76.3
793
81.5
80.1
80.7
81.0
82.1
85.6

25.6
20.4
20.4
20.8
20.4
18.4
31.2
61.6

17.8
122
19.1
17.5
19.7
20.4
20.0
35.6

30.4
23.8
29.9
31.9
354
36.3
34.1
52.1

9.1
6.1
8.6
9.6
12.7
14.5
9.7
26.2

73.4
73.4
69.1
74.3
71.5
77.1
71.5
83.7

75.6
72.4
80.4

QWEN-VL-CHAT (Bai et al., 2023)
QWEN-VL-CHAT+VLR-IF(ZH)
GPT-40

ZH

51.6
59.0
56.9

56.3
63.4
62.3

33.8
42.9
41.6

84.0
86.2
86.2

10.8
16.0
36.0

28.9
30.4
36.6

37.2
37.8
42.9

18.2
18.1
24.6

75.4
77.4
80.3

59.6
63.6
62.4
83.6

X-LLAVA
X-LLAVA+VLR-IF(K0)
X-LLAVA+VLR-IF(EN+KO)
GPT-40

KO

3N % [ 3% % [ %% NN XN X X
3% % X | % N X | % % X X X X X X
3NN X[ 3% % [ 3% N % % % % X

27.0
35.7
36.0
51.9

6.0
6.8
0.8
31.6

8.6
14.9
5.14
249

35.2
44.1
44.6
55.2

152
24.9
24.2
37.2

78.4
81.0
81.7
84.4

18.0
22.4
4.7
359

28.0
329
15.2
39.0

742
77.0
64.5
79.7

Table 1: Overall experiment results on VLR-BENCH depending on its language. (R: Rouge and B-Score: Bert-Score)

edge alone. The data produced consisted of queries
related to each sample image, two pieces of exter-
nal knowledge necessary to solve the queries, and
a descriptive answer. At this stage, we selected the
most suitable samples from the ten recommended
query-knowledge pairs and conducted a prelimi-
nary review to verify that all the data consisted of
queries requiring external knowledge.

Generation of Additional External Knowledge
VLR-BENCH consists of five pieces of external
knowledge. Among these, two are directly refer-
enced when generating answers for the actual im-
ages and questions, referred to as ‘Gold Passage’,
which were already reviewed in the previous stage.
Two of the five passages relate to the theme of
the image or question but diverge from the central
theme of the answer, termed ‘Silver Passage’.
The last one, unrelated to the image and the
question, is designated as ‘Bronze Passage’. At
this stage, we generated two silver passages and
one bronze passage. Three annotators directly re-
viewed the data derived through this process for
the question-answer pairs, external knowledge, and
descriptive answers. Specifically, errors in the gen-
erated external knowledge or knowledge with un-
clear sources were replaced with new information
by annotators (see Appendix A.2). Finally, each
annotator extracted the two essential keywords nec-
essary to resolve the questions. Each sample com-
prises five elements: an image, a query, five pieces
of knowledge, a descriptive answer, and two key-
words. Examples of the data are shown in Figure 1.

3.2 VLR-IF Dataset

To address the proposed benchmark, we designed
instruction-following data to enhance the utiliza-
tion of external knowledge using VLMs. As pre-

LMM LLM #PT #VIT Language
LLAVAL.S5 Llama2-13 B 558K 665 K En,Ko,Zh
LLAVA-LLAMA-3 Llama3-8 B 12M 1.2M En
X-LLAVA Llama2-13 B 1.2M 407 K En.Ko
QWEN-VL Qwen 7B 14B 350K Zh, En

Table 2: VLMs for evaluation on VLR-BENCH

viously proposed, we generated data using the
same GPT-based method for question-external
knowledge-answer creation. Initially, we randomly
selected 9K COCO (Lin et al., 2015) images and
generated a ‘valid passage’ related to each im-
age. Subsequently, we randomly extracted external
knowledge from different data samples for use as
‘invalid passages’, thus contrastively constructing
datasets using a combination of valid and invalid
passages. The VLR-IF dataset was constructed in
parallel for three languages: English, Chinese, and
Korean, with each language comprising 32K data
samples. The specific process for constructing the
datasets is described in Appendix B.2.

4 Experiments and Analysis

We selected the top-performing models for each
language for our experiments. Table 2 presents
the base models, pre-training volumes, and visual
instruction tuning (VIT) training volumes for the
models used in this experiment. The VLR-BENCH
task involves generating long-form answers to the
given queries. As described in Section 3, two key-
words were manually annotated for each query.
Therefore, these keywords in the model-generated
long-form answers allow for some degree of quanti-
tative evaluation, defined as the keyword-matching
score (KMS). We considered a response correct
only when both answer keywords were accurately
identified. However, because the KMS performance
may improve as the generated response lengthens,
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it is used as a reference indicator rather than an ex-
act performance measure. To compensate for this,
a comprehensive evaluation should be conducted
using metrics that account for sentence length, such
as Rouge (Lin, 2004), BLEU (Papineni et al., 2002),
and BERT-Score (Zhang* et al., 2020).

Table 1 presents the evaluation results for each
language-specific model. If the proposed VLR-IF
data were used for training the models, it was de-
noted as +VLR-IF; the hyperparameters used in this
case can be found in Appendix C.

4.1 Experiment Results

Diversity in Performance Evaluation. Upon ex-
amining the English KMS performance in the With
Passage section of Table 1, it can be observed
that the performance of LLAVA1.5 closely mir-
rors that of GPT-4o. This raises the question of
whether LLAVA1.5 truly makes accurate predic-
tions. The answer is no. The task involves gen-
erating long-form answers, and LLAVA1.5 often
directly outputs the received external information,
resulting in lengthy responses. Although such re-
sponses achieve high KMS performance, they also
contain external knowledge irrelevant to the query,
leading to lower BLEU and Rouge scores.

The Impact of Use of External Knowledge.
VLR-BENCH allows for evaluations in scenarios
where external knowledge is provided, as each
problem is accompanied by five pieces of exter-
nal knowledge. Table 1 presents the VLR-BENCH
evaluation results based on the availability of ex-
ternal knowledge for each model. Notably, the per-
formance of the X-LLAVA model dropped by an
average of 37.72% for R-2 in English compared
to when external knowledge was provided. These
results suggest that the VLR-BENCH dataset con-
tains queries that require external knowledge.

The Impact of VLR-IF Training. We conducted
experiments to assess the utility of the VLR-IF
data using the baseline LLAVA-LLAMA-3 and its
version enhanced by VLR-IF training. According
to the results in Table 1, the model trained with
the VLR-IF data showed a 22.67% performance
improvement over the baseline model when exter-
nal knowledge was provided. This significant en-
hancement suggests that the VLR-IF training data
effectively boosts the ability to select and utilize
external knowledge. Finally, we examined whether
VLR-IF could positively impact other evaluation
datasets, using the InfoSeek (Chen et al., 2023)

Lang. Passage-type BERT Score f1 Rouge-1 Rouge-2 Rouge-L
Passages & Ground-truth output
Gold 78.04 44.96 20.98 31.92
EN Silver 72.11 25.59 5.978 18.92
Bronze 67.81 22.10 2.299 17.04
Passages & Questions
Gold 66.55 2842 4.67 18.93
EN Silver 65.70 21.48 1.97 15.79
Bronze 64.48 24.11 2.74 17.26

Table 3: Correlation analysis between Passages, Ground
Truth, and Questions for the English cases.

benchmark as a reference. The results indicated a
3.6% performance improvement with the applica-
tion of VLR-IF (see Appendix C.3).

Comparing GPT-40 with Open Models. We
conducted experiments to test if GPT-4o0 could
solve VLR-BENCH problems without external
knowledge. The results from the "Without Pas-
sages" section in Table 1 show that GPT-40 outper-
formed QWEN-VL-CHAT by an average of 17.33
points without external knowledge. However, with
passages provided, the performance gap narrowed
to an average of 7.36 points. This indicates that
VLR-BENCH is a challenging benchmark without
external knowledge, and open-source models can
improve with passage-retrieval capabilities.

4.2 Analysis

In this section, we present an in-depth analysis
to determine whether the VLR-BENCH is a suit-
able dataset for evaluating model’s ability to utilize
information. To this end, we measured the BERT-
score and Rouge scores (R-1, R-2, R-L) between
passage types, questions, and ground-truth outputs.
The results presented in Table 3 show that the
ground truth output correlates most strongly with
the Gold - Silver - Bronze Passage in descend-
ing order. This trend substantiates the effective use
of gold passages in deducing answers to the VLR-
BENCH, indicating that the appropriate utilization
of externally sourced knowledge through images is
crucial for answering queries. On the other hand,
an examination of the passages and question results
reveals no clear trend, as Bronze’s Rouge-1 score is
higher than Silver’s, suggesting that selecting suit-
able external knowledge based solely on the query
can be challenging. This implies that understanding
the images is necessary.
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5 Conclusion

In this study, we propose VLR-BENCH for evalu-
ating RAG-based VLMs, and VLR-IF for perfor-
mance enhancement. The proposed benchmark dif-
fers from existing external knowledge-based VLM
evaluation datasets in the following ways. (1) It con-
sists of problems that are difficult to solve without
external knowledge. (2) It includes five different
passages, allowing the test of an ability not covered
in previous research to determine which passages
are useful for answering queries. The training data
were designed as multilingual evaluation data that
could simultaneously assess English, Chinese, and
Korean, enhancing their utility.

6 Limitations

In this study, we proposed a benchmark and cor-
responding training data to evaluate the RAG ca-
pabilities of VLMs. The benchmark allows for the
evaluation of both retrieval and generation abilities.
However, there are still two issues that remain:

Absence of Image Search Capability. Ulti-
mately, the ability to perform image searches is
crucial for accurately assessing the performance
of the VLR-Bench. As mentioned in Table 1, the
superior performance of GPT-40 over other pub-
lic language models originates from the presence
or absence of image search capabilities. Unfortu-
nately, this study did not consider methods related
to image search.

Lack of Diversity in Responses Due to Training
Data Construction Costs. The method proposed
in this study enabled the construction of training
data at a very low cost. However, applying the same
method to other languages still incurs costs, par-
ticularly when building test data, which can be
expensive. Due to these cost constraints, annota-
tion was performed by a single individual. While
there could be multiple correct answers to the short-
answer core keywords, due to budget limitations,
responses were collected from only one person.
Nevertheless, the final test data underwent a sec-
ondary review process to ensure data quality.
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A

VLR-Bench

A.1 VLR-Bench Examples

Overall The following figures are examples from VLR-BENCH. Each example consists of a question,
an answer, keywords, and passages. The “gold passage”, which contains the information necessary to
answer the question, is highlighted in yellow.

Q (EN) : What is the name of the monument in this image, and which president's face was carved first?
A (EN) : The monument is Mount Rushmore, and George Washington's face was carved first.
Keywords (EN) : Mount Rushmore, George Washington

Q (ZH) : XKE A FHLCERUMt L 2T, BUIAMNKRE— DB ?
A (ZH)  XEDERUHE R, B— P ERNREK R T EEYL.
Keywords (ZH) : i ft3/R 1k, 77 T2

Q (KO) : of ol|xlof U 7|22 0|52 2Holo], ol ChEe| AZ0| JhE HH MAHLIR?
A (KO) : 0] 7|42 2 2{A| 20| Alo|oi, Zx| Y AEle AZo| 7hat oI MAFE T
Keywords (KO) : 2{AI=0] &k, zx| A&

Passages

The sculptor behind Mount Rushmore was Gutzon Borglum, and the project involved over 400 workers.

The other presidents depicted on Mount Rushmore are Thomas Jefferson, Theodore Roosevelt, and Abraham Lincoln.

Mount Rushmore National Memorial is a massive sculpture carved into the granite face of Mount Rushmore in the Black Hills of South Dakota. It features the 60-foot heads of four
U.S. presidents.

The faces of Mount Rushmore were carved between 1927 and 1941. George Washington's face was the first to be carved, starting in 1927.

The Eiffel Tower in Paris, France, was completed in 1889 and was the tallest man—made structure in the world until the completion of the Chrysler Building in New York City in
1930.

FARRI EHAHEMSSRADL AED, BRS BIEMIALE HE,

H AT SR ER DS 2 — B K FEE R N B AL R ILTERS EMEXBES. ERR T NAUXEDAME0ER S L&,
FEBRORIFRKET1889F 2T, BENB0FANTN RGP AERTZH, E—EEHR LRSHATEN.

AT SRR ILMEALRAET1927FE194 FEBELIN. Fria FRVHEILLB—DHBELIR, MI1927FF 8.
HARFLHEEOMBREHF EHRE, MBS RI0SETA.

B{A|20f Mof| RALE CHE (HEHE2 EMA MIHE, AlojTof EXHE J2|1 of=afst Yz uich

ZgA male| of ME2 18890 ST, 1930 7= Alel F2jo|gef YHo| 2ASE WX MAH oM 7HE &2 olF TEE0|AELICH

B{AI20] & 23] 7| S 2 ALRACIAEL F S EA0| A 20| A St2bet Bofl ARl Aok Z2tateldct o] ZZtalR Ul Wel o|F S el 60X E 37| ME|E ST L2 Fch
2{A|20] & E=2to| Flofj= A2 22 R0| AUL, o] TR Eo= 400 0| &o| L= SAHEO| Ao{F &L Cf

2AI20] Ato| AZER2 1927 FE 19414 Atolofl =2te|U&Hct =X| 4B FZ0| 1927H0 H S22 =2t= A&t

Figure 2: Examples of the created VLR-Bench data. (English culture)

Q (EN) : What breed of cattle is shown in this image, and what are their distinctive characteristics that make them suitable for harsh
environments?

A (EN) : The breed of cattle shown in this image is the Highland cattle. They are known for their long horns and long, wavy, woolly coats
that help them withstand harsh weather conditions, particularly in the Scottish Highlands.

Keywords (EN) : Highland cattle, Woolly coat

Q (ZH) : ZKE R R R A0S, SIEBLRSHEELENELHE 2
A ZH) XRER R F2EhE. ENUKANKTLRRNELEN, XEHIHRNENERLORSEHTLERE, LEREFEZSH,
Keywords (ZH) : &4, fiRKER

Q (KO) : o] o|o|x|of| Lt2= 4o
A (KO) : 0| oa|x|of Lt2= 42|
HEo| JtEst M E AHLl=dl &
Keywords (KO) : 3oz = & Z&7H

Passages

The dense coat of Highland cattle provides protection against cold, wet, and windy weather, making them particularly resilient in the Scottish Highlands.
Highland cattle are known for their docile temperament and are often used in conservation grazing to maintain natural landscapes.

Highland cattle are a Scottish breed of rustic beef cattle. They have long horns and long, wavy, woolly coats that are well-suited to harsh weather conditions.
The Eiffel Tower, located in Paris, France, was completed in 1889 and is one of the most recognizable structures in the world.

The breed's meat is highly prized for its flavor and tenderness, contributing to its popularity in gourmet cuisine.

SR FR Y R R R T & SR, X RPIEREI0.

T EEBRIAKFRKET1889F L, R ERAMRENRIAL —.

B LURIRE AR T E S, %8 TRIPEMSULF B R R,

B4R - NE R, ENARKMANKKNERREANE, EEEERLNRIES.
BHFMREEREHT RS, MENSNXSHRE, FEMNETRZSERRY).

Az EZ22, AIZo|M Ri2ks Aeluich o] 2527 £2 AT Favi2ls P2 JXID Ao FSE LMol & A Sach
SlO|ME &&= 28 M FYsto], Xt ZEE 7RIS flo BE =0l AF AL E T

sto|BHE 2o ZEVEIE H2 £9, &7|, v 2 HE E55F0o|, AREUE TX|Cfo| A 5] ZelstH Aokt ot

t FE{F2 2 Fo| gotdhol, 0|4 22[oM 217|7} &Lt

A atz|of 9| x| of| HEHS 18890l 2bZEU20f, MAOIA JhE F Ae{xl 2xE F stubeiuch

Figure 3: Examples of the created VLR-Bench data. (commonsense knowledge)

Data incorporating language-specific cultural aspects. VLR-BENCH comprises 150 datasets for each
language, incorporating language-specific cultural aspects. The benchmark is designed to include queries
that require an understanding of the respective culture to accurately select the correct information from the
provided passages. Without the requisite cultural knowledge, identifying the appropriate passage becomes
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challenging, even when given access to the entire set of passages.

Q (EN) : What is the name of this traditional Korean house, and during which dynasty did this architectural style become prominent?
A (EN) : This is a Hanok, and this architectural style became prominent during the Joseon Dynasty.
Keywords (EN) : Hanok, Joseon Dynasty

Q (ZH) : ZFERNBEE EMUMtLHT, QWLD‘LH%TH’A?}H&E%%‘%& ?
A(ZH) : XREE, BWH@RRNEEHETANBTER
Keywords (ZH) : %2, 18 F 5

Q (KO) : o] M& st= 7420 0| 52 Foln, ofl &= mf o] 245 Ao FEX|H EALtR?
A (KO) : o] 7k52 #hsolni, o] 4% A2 =M 2= of FEX| S U&H
)

ol
Keywords (KO; =M b=

s

Passages

Hanok houses are known for their use of natural materials such as wood, clay, and paper, which help regulate temperature and humidity.

The Joseon Dynasty, lasting from 1392 to 1897, is known for its significant contributions to Korean culture, including advancements in architecture, art, and literature. The Hanok
style flourished during this period.

The Great Wall of China, one of the most famous landmarks in the world, was built to protect Chinese states and empires against various nomadic groups from the north.
Traditional Korean houses often include features such as ondol (underfloor heating) and maru (wooden verandas), which are designed to suit the Korean climate.

Hanok is a traditional Korean house that is characterized by its unique architectural style, including tiled roofs and wooden beams. This style of housing became prominent during
the Joseon Dynasty.

ERMTFERE®SREHNE (WREKE) MAKER (KEIMEE) S, XERIUTEANTEUFEISE.
HEREHMNSEEE, HSRLRFNRANG, QERENMAZR, XMHEENEESHSEIANMT/RE,

PEMKBEHR ERFLOMTZ—, BEERNTRPFENZSIERNFER RIS SHERBENRE,
BEURERARAMHOAM, BEMEKTMEE XAMTEHERNEEMEE.

ST HMI392FE1897F, RANBEXLHERTRME L, BEERN. ZANXEHIENEYS ., SENEELBEERRR.

=2 7ot K\ }L} E2 S 55 AS Aoz SR OX= HE E 7t2o0|ct, of Fe kAl =M Alcjoll FEB{X|H LIERtCE
MiAloll A 7HE EJED}E Z stitel ghe|HM 2 8 & 0| cietst 50 01\ oM B 9| 0431 2olo M2S 5517 s AAMEQACH
1392 5] 1897L477w olofxl =M &= F 402 UM UC B2 AAl2 0] A|7|of HARIC)
fee Al 259 58 =Mt £ s 2 |usich

ME 3= JtFol= 2E (Bt e Dt opR (S H|2tch) et 22 sh=el 7| %ol X ptskH A A = Uct.

Figure 4: Examples of the created VLR-Bench data. (Korean culture)

Q (EN) : What is the name of the building in this image, and during which emperor's reign was it originally constructed?
A (EN) : The building is Hagia Sophia, and it was originally constructed during the reign of Emperor Justinian |.
Keywords (EN) : Hagia Sophia, Emperor Justinian |

Q (ZH) : ZKEA FHRHEUMN L 2T, ERVSEBIEFIUAMBREN ?
A (ZH) - XERHFURRFTALZE, ERVIESLTTE—HEFSAPEREN.
Keywords (ZH) : 2RFETAH%, E+TR—

Q (KO) : o olo|x|ofl A= ZHZ2| o] 52 FAHoln], of= &x|o| X|A| Set XF HHHAL2?
A (KO) : 0] ZA=2 ofo} &zofo|nf, RAE[LobF2 14 &H 2| XM Sot Mg HM = A&t

Keywords (KO) : otof &i|of, RAE|L o+ 1A

2)
3)

4)

5)

Passages

Emperor Justinian | ruled the Byzantine Empire from 527 to 565 AD. He is known for his ambitious building projects, including the construction of the Hagia Sophia, which was
intended to be the world's grandest church.

Hagia Sophia has served various roles throughout history, including as a mosque after the Ottoman conquest of Constantinople in 1453 and later as a museum in the 20th century.
The Grand Bazaar in Istanbul, one of the oldest and largest covered markets in the world, has been a major trading center since the 15th century and attracts millions of visitors
annually.

Hagia Sophia, located in Istanbul, Turkey, was originally constructed as a Christian cathedral under the orders of Byzantine Emperor Justinian |. The construction started in 532 AD
and was completed in 537 AD.

The architectural design of Hagia Sophia includes a massive dome, which was considered an engineering marvel of its time and influenced the development of architecture in both
the Eastern Orthodox and Islamic worlds.

ERFUALZMTLERAFLHEHT, RURBEFSELFTELTE NS TRIENEBHAL R, BINMTATS32F, FTATSI7ERT.
FHTBHROXBILRRHR EREZNRANENHIGZ—, BISHLUR—BEREIENRSHC, SFRIBEIHE.

B TR—HEH TATLE27TFE565F AR GEWE. BRLECHHNRATAMEL, HFRESERAER LREGRENIRETAKRE.
ERFUALZHORARUVE-—NEANER, XELNBANLIREE, FMWTRAEEMNFHZHROBIRR.
ERFUALZENL LIHRT EMAE, SEEI4S3FRNSHEMERBETIBT REFNERFER, FRE0HDHENEYE.

otof &~xmlote| A% MA o= SAle] SEA Zo|Z ofHHE HolE Fol Zatsof 2lon], Sd Hws|ot ol 52t Mol 745 U Jets oM &Yt
E{7| O|AEbZ ol 9IRS ofof AT|of= H|ZHEl EA| RFAE|Lob+A 142 Yol w2t 2 7|5 ﬂié‘é’gi AM= g Zde A17| 5320l A|Zt=|0f 5370l etE = A& ot
B

FAE[HOoHRA 1M &A= AM7| 627 REH 565 7HX| HITE M= S SAYEHCH 2= MAAM 7tE S2tst ns|E M5 = 2 ofok A0} BB OFAl R 2Z ZEME

2 E LM Agct

of0F £T{ob HAIMO 2 Chetst ke Salsh foo, 14534 222 MT0| BALELEE W= F 2232 AZSIUD, 20410 £ HBBS2 ABHASC,
olagHzel TS HIRIZE Mol JIa 22i=T 2 A AR S siLhE, 1587 RE £2 £ SAXGS0 ol 2u0l gl weag Bojselch

Figure 5: Examples of the created VLR-Bench data. (commonsense knowledge)
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A.2 VLR-BENCH Construction Process

Step 1. Generate 10 Question-Answer-Keywords-Passages candidates per image by GPT4o.

Question

ds ...
Gl: ...
G2: ...

BOK-VQA
dataset

Question
Answer
Keywords : ...
Passage Gl: ...
Passage G2: ...

GPT4o0

Few-shot
samples

Step 2. Annotators selected the best one out of the 10 data candidates through a review process.

Question b CQuissiton ¢
: Accepted Answer
o . ’ Keywords : ...
is . Passage Gl1: ...
Question ... gé S ' ‘_’ Passage G2: ...
Answer ... .
Keywords :... ||.**
Passage Gl: ...  ———
Passage G2: ... | Rejected Go tosstep 1.

Step 3. Based on the selected data sample, two additional silver passages and one bronze passage
are generated by GPT4o0. The final generated data samples then undergo a review process.

Final data
Question  : ... ” . ' .
Answer T Passage Sl: ... Question
Keywords : ... »| passage S2:... [ -‘ — ﬁmwerd
Passage Gl... Passage B : - | Review & Revision AN
Passage G2: ... GPT4o0 Passages

Figure 6: Overview of the VLR-BENCH dataset construction process.

Overview of Data Construction Procedure The image samples used in the dataset are sourced from the
BOK-VQA (Kim et al., 2024) dataset, ensuring a wide range of visual content. The construction process
involves few-shot learning and initial generation, annotator review and selection, passage expansion,
and final review. GPT-40 generates candidate question-answer-passage sets based on few-shot examples,
which are then reviewed and selected by human annotators. The selected sets are further expanded by
GPT4o to create additional silver and bronze passages. The final dataset comprises a query, an answer,
five passages (two gold, two silver, and one bronze), and two answer keywords for each image. Through a
rigorous review process, the dataset maintains a high level of quality and relevance.

Annotation Guidelines To ensure the production and verification of high-quality data, we employed
three computer science students. The annotators, aged 23, 23, and 27, included native speakers of Chinese
and Korean, who were responsible for data in their respective languages. To generate data optimized for
model training, we adhered to the guidelines for long-form sentences provided by BOK-VQA. However,
when determining the Gold, Silver, and Bronze status of external knowledge, which is not covered by
BOK-VQA, the annotators used their personal judgment. We proposed a maximum sentence length of

200 tokens for external knowledge. In cases where there were discrepancies in the corrections among
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annotators, discussions were held to revise in a more natural direction. Specifically, during the final
data construction, there were many conflicts in selecting two keywords depending on the annotator’s
preferences. Therefore, a 27-year-old annotator proficient in both Chinese and Korean made the final
selection by choosing two keywords from all the ones that had been selected at least once.

C (® nhttps://www.labelon.kr/jobj/vaa/annotator?datasetid=111801120220729162510#

VLR-Bench Gold Passage
Red wine is typically made from dark-colored
111801120220729162510,jpg Passage 1 gmpe‘ vanenes'. The COI?r of the wine c.an range
from intense violet, typical of young wines, to

The Bordeaux region in France is one of the most
=5 PE  famous wine-producing areas in the world. It is
particularly known for its red wines, which are

Silver Passage

Rosé wine is made from red grapes but with a
LT b shorter fermentation period with the grape
skins, giving it a pink color. It can be made still,

The most common white wine grape varieties
L 2:LPEinclude Chardonnay, Sauvignon Blanc, and
Riesling.

Bronze Passage

Q) What type of wine is typically associated with the glass in this image, and which region in France is known for

producing ?ﬁis type of wine Answer Keyword Red Wine @ Burgundy

A) The wine is likely red wine, and the Bordeaux region in France is renowned for producing high-quality red wines. Correct Answer Keyword  Bordeaux

Complete

Figure 7: VLR-BENCH annotation tool.
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A.3 VLR-BENCH Few-shot Setup Examples

As mentioned in Subsection A.2, we generate 10 question-answer-keywords-passages candidates using
few-shot samples. In this section, we demonstrate our few-shot examples.

Question(EN): Who is the architect that designed and directly oversaw the construction of this building,
and in what architectural style was this cathedral designed?

Answer(EN): This building is the Sagrada Familia. The architect who designed and was responsible for the
construction of the Sagrada Familia is Antoni Gaudi from Catalonia, Spain. He combined Gothic and Art
Nouveau styles in his design.

Keywords(EN): Antoni Gaudi, Gothic and Art Nouveau styles

Question(ZH): X EEZINY AR ITIDA A TR INAVE NI ? XBAHERRBA L AFIRITH ?
Answer(ZH): XERZRIXRE, AFRITNEERFENERNIXKEBAMTINZTZETHNRR
B-&d, tERITFEET FHIXNFTZANE,
Keywords(ZH): 4B &8, FHERXIFHTZARNAE

Question(KO): 0| ZAEE 2 MA St 2FY AFS MUXN AF7= =700, o] 2 o™
Aoz MAEAJLIR?

Answer(KO): 0| ZAS &2 Atazict ot e|ot Mkl Alazict ot e|ot ME2 MA St
AES MF HEIHE AH Ol FHHRLE F4I10| OHEL 2 JhRC|UCh 2= DE S okAlm,
OtE2FH Al S Zetsto] o] MEFS AR S C}.

Keywords(KO): 2tE L2 J+C|, 15 AF AT} o272 24

External-Knowledge:

1) he Basilica i Temple Expiatori de la Sagrada Familia, otherwise known as Sagrada Familia, is a church
under construction in the Eixample district of Barcelona, Catalonia, Spain. It is the largest unfinished
Catholic church in the world. Designed by Catalan architect Antoni Gaudi (1852-1926), in 2005 his
work on Sagrada Familia was added to an existing (1984) UNESCO World Heritage Site, "Works of
Antoni Gaudi".On 7 November 2010, Pope Benedict XVI consecrated the church and proclaimed it a
minor basilica.

2) On 19 March 1882, construction of Sagrada Familia began under architect Francisco de Paula del Villar.
In 1883, when Villar resigned, Gaudi took over as chief architect, transforming the project with his
architectural and engineering style, combining Gothic and curvilinear Art Nouveau forms. Gaudi
devoted the remainder of his life to the project, and he is buried in the church's crypt. At the time of his
death in 1926, less than a quarter of the project was complete.

Figure 8: Examples of the few-shot sample.
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B VLR-IF
B.1 VLR-IF Example

The following figures are examples from VLR-IF. Each example consists of a question, an answer, and a
passage.

Q (EN) : What is the name of the baseball team represented by the players in the photo?

A (EN) : The baseball team represented by the players in the photo is the St. Louis Cardinals. The St. Louis Cardinals are a
professional baseball team based in St. Louis, Missouri. They are a member of the National League Central Division in Major
League Baseball (MLB).

Q (ZH) : BARHBRRRROEFNE TR M40 ?
A (ZH) : BR 0B RRKROBEHFNZEZR S MAEIN. RRSGMILNR - TEHEMNZRSIORUERIN, BT XEREX
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Passage

(EN) The St. Louis Cardinals are a professional baseball team based in St. Louis, Missouri. They compete in Major League Baseball (MLB) as a member club of the
National League (NL) Central division. The team was established in 1882 and has won numerous World Series titles and National League pennants, making them one of
the most successful and storied franchises in MLB history. The Cardinals' home games are played at Busch Stadium, which is located in downtown St. Louis. The team
is known for its passionate fan base and has a long—standing rivalry with the Chicago Cubs.
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Figure 9: First example of the created VLR-IF data.

Q (EN) : What is the historical significance of the building shown in the photo?

A (EN) : The building in the photo is the Sandor Palace (Sandor—palota) located in Budapest, Hungary. It serves as the official
residence of the President of Hungary. Originally built in 1806, it has historical significance as a symbol of Hungarian statehood
and has housed various political leaders and dignitaries over the years.

Q (ZH) : BARRHEMOHRBEN RN L ?
A (ZH) : BAFRRREZCTOFFMEMLGTALS/RE (Sandor-palota) . EZ2WFARLHEES. ZEHKET1806%F, fFAE
FHERREEEFALEN, HEEESFTZUABANSAMNRE,
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Passage

(EN) The Sandor Palace (Sandor—palota) is located in Budapest, Hungary, near the Buda Castle. It was originally built in 1806 and has served various roles throughout
its history. Since 2003, it has been the official residence of the President of Hungary. The palace is named after Count Vincent Sandor, who commissioned its
construction. Over the years, it has been used for various governmental functions and has hosted numerous dignitaries. The building is an important symbol of
Hungarian statehood and is located near other significant historical sites, such as the Buda Castle and the Hungarian Parliament Building.

(ZH) %% /FE (Sandor-palota) TR FIfAMMT, FEfkME. ERMBTI8065F, GEHAL LFBPELZMAE. H52003FLU%, E—ELWTFSLMNEE, XE
SBRUERBECHXHRS 2 TEEGS. 25k T—EATEMBARE FESTRZRE, XERARIFNERNEZRET, CTHIRENOTHNERKESL M
E5) e E

(KO) M2 (T2 H2EHE grla| fotHAEo| fot o ZX o x|s) A&LHCE ol 2T el 18060l X|o{H 20 AAR S 2 ciefst A ek o &L T
Ho|F2E Yol2| tHed e 34 HFXZ ASE1 AGHet T2l 0|5 S of=[sh MM E ME= wixto] 0| 55 whA X[ojH&UCH $HZE 0|2 3
SOl AL =T Fe FEES HolR STt o]l Z22 gotel Botel E2 atFoln, Rot 4ot Fota| IaofAtgdnt 22 o2 528 A 2

et

Figure 10: Second example of the created VLR-IF data.

B.2 VLR-IF Construction Process

Figure 11 illustrates the construction process of the VLR-IF dataset. The dataset consists of 9K images,
with each image corresponding to a single query, answer, and passage. Following the approach used in
building VLR-Bench, we provided GPT-40 with few-shot samples (including image, query, answer, and
passage) along with the image example we wanted to generate. Then, we generated the query, answer, and
passage for the image example. To enhance the model’s ability to select valid passages, we determined

that it would be desirable to include diverse passages for each image. Accordingly, we assumed the
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What historical event is commemorated at the location shown in the #HH# Invalid Passage
photo? The Qingming Festival, also known as Tomb-Sweeping Day, is a
traditional Chinese festival observed by the Han Chinese of mainland

China, Taiwan, Hong Kong, Macau, Malaysia, Singapore, Indonesia,
Thailand, and the Chinese diaspora around ...
#i## Invalid Passage

Cat-eye glasses are characterized by their upswept outer edges where
the arms join the front of the frame. This distinctive style was a
hallmark of 1950s fashion...

#i## Valid Passage

The USS Arizona Memorial, located at Pearl Harbor in Honolulu,
Hawaii, marks the resting place of 1,102 of the 1,177 sailors and
Marines killed on the USS Arizona during the attack on Pearl Harbor...

#iH Answer
The photo shows the USS Arizona Memorial at Pearl Harbor in
Honolulu, Hawaii. This memorial commemorates...

#it# Question ﬁ
What historical event is commemorated at the location shown in

the photo?

#iti# Answer
The photo shows the USS Arizona Memorial at Pearl Harbor in
Honolulu, Hawaii. This memorial commemorates. ..

J
##Hi Passages \
Valid) The USS Arizona Memorial, located at Pearl Harbor in Honolulu, Hawaii, marks the resting place of 1,102
of the 1,177 sailors and Marines killed on the USS Arizona during the attack on Pearl Harbor...
Invalid) The Qingming Festival, also known as Tomb-Sweeping Day, is a traditional Chinese festival observed by
the Han Chinese of mainland China, Taiwan, Hong Kong, Macau, Malaysia, Singapore, Indonesia, Thailand, and
the Chinese diaspora around ...
Invalid) Cat-eye glasses are characterized by their upswept outer edges where the arms join the front of the

!eme. This distinctive style was a hallmark of 1950s fashion... y

Figure 11: The process of constructing the VLR-IF dataset.

original passage of each image to be a valid passage and randomly extracted passages from other images
to set them as invalid passages. When only invalid passages are used, the model is designed to generate
the following response: “The provided knowledge does not pertain to the image, so I can’t answer the
question.” Ultimately, we constructed a total of 32,000 datasets by combining valid and invalid passages
in the following manner: {V'}, {1}, {V, I}, {V,I,I}.

» {V}: Only the valid passage, 9,000 datasets.

* {I}: Only one invalid passage, 5,000 datasets. In this case, the training data was constructed to output

"Insufficient search results found, making inference impossible” when encountering such instances.
e {V,I}: One valid and one invalid passage, 9,000 datasets.
» {V,1,1}: One valid and two invalid passages, 9,000 datasets.

C Details of Experimental Environments

C.1 Baseline Models

LMM LLM #VIT  source latest update(dd.mm.yyyy)
LLAVAL.5 Llama2-13 B 665 K liuhaotian/llava-v1.5-13b 10.05.2024
LLAVA-LLAMA-3 Llama3-8 B 1.2M  xtuner/llava-llama-3-8b-v1_1-transformers 28.04.2024
X-LLAVA Llama2-13B 407K MLP-KTLim/X-LLaVA 02.01.2024
QWEN-VL Qwen 7B 350 K Qwen/Qwen-VL-Chat 26.01.2024

Table 4: The Vision-Language Models (VLMs) used for evaluation on VLR-BENCH were accessed through the
Hugging Face Transformers library version 4.32.0 (Wolf et al., 2020)

LLAVA-LLAMA-3. The LLaVA-based model fine-tuned from meta-llama/Meta-Llama-3-8B-Instruct?
and CLIP-ViT-Large-patch14-336* with ShareGPT4V-PT and InternVL-SFT by XTuner.

X-LLAVA. We selected X-LLaVA, a Korean and English Multimodal LLM, as the base model for the
Korean and English benchmarks. X-LLaVA was trained on a dataset of 91K English-Korean-Chinese
*https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct

*https://huggingface.co/openai/clip-vit-large-patch14-336
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multilingual and multimodal learning data.

QWEN-VL-CHAT. We employed Qwen-7B as the LLM and Openclip ViT-bigG as the Visual Encoder.
The Qwen-VL model is constructed by connecting the LLM and Visual Encoder to a randomly initialized
cross-attention layer. Finally, Qwen-VL-Chat is a model obtained by fine-tuning Qwen-VL using an
instruction-following dataset.

C.2 Hyperparameter Settings

value
Optimizer AdamW
learning_rate 5.0e-5
Dropout 0.05
Ir_scheduler cosine
Epoch for IT 1
Epoch for PT 1
sequence_len 4096
Batch size 1
Random Seed 1004
lIm lora
Low-rank size 64
lora_alpha 128
lora_dropout 0.05
lora_trainable | q, Vv, k, o, gate, down, up_proj
LoRA layer q. k, v

Table 5: Applied hyperparameter settings.

The hyperparameter settings used in this study can be found in Table 5. Models utilizing LoRA were
trained using only a portion of the attention layers indicated in the table, as well as ¢ and 0", and the size
of the low-rank matrices was set to 64. All models were trained for 1 epoch.

Experiment Reproduction. We are making the training code, trained models, and data used for testing
available to allow for exact reproduction of the experiments conducted in this study. The qualitative
responses generated by the models during the experiments can be downloaded from the following site,
with files named after the models corresponding to the experimental results of those models.

C.3 Performance Comparison on Various Passage Types.

Model English
PSG MS R-2 R-L BLEU BERT-Score

LLAVA-LLAMA-3 GG 848 399 502 20.6 84.1
G 584 309 414 14.8 81.2
GS 68.0 335 443 16.2 82.0
GB 59.6 304 409 14.6 81.0
SS 412 233 337 10.6 78.3
SB 384 234 335 10.4 78.3
B 224 195 296 9.2 76.4

LLAVA-LLAMA-3+VLR-IF GG 864 495 624 34.0 87.3
G 68.0 42,6 56.1 26.1 85.1
GS 73.6 421 559 262 85.0
GB 69.2 41.6 553 26.9 84.8
SS 48.0 333 47.1 18.5 81.9
SB 46.0 339 479 19.6 82.1
B 224 220 350 15.0 76.7

Table 6: Performance Comparison of LLaVA-LLaMA-3 with and without VLR-IF Training on Various Passage
Types. The results demonstrate that, regardless of the passage type, the model trained on VLR-IF consistently
outperforms its counterpart without VLR-IF training across all evaluation metrics. This finding supports the
hypothesis that the VLR-IF dataset effectively enhances the model’s ability to select crucial information from
passages, enabling it to better follow user instructions based on the given image.
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Model INFOSEEK

LLAVA-LLAMA-3 42.9
LLAVA-LLAMA-3+VLR-IF(EN) 44.5

Table 7: Performance difference in InfoSeek depending on VLR-IF training when using a search engine as a passage
retriever.

Table 7 presents the results of evaluating the InfoSeek benchmark performance with and without
VLR-IF training using the LLAVA-LLAMA-3 model. VLR-IF was trained solely on the English dataset, and
the Oracle was used as the Retriever model. The evaluation showed that the model trained with VLR-IF
achieved a 2.6 points improvement in performance even on the external benchmark dataset, InfoSeek.

D Comprehensive Analysis of Datasets

D.1 VLR-BENCH Validity Analysis

Lang. Model VLR-IF Quantitative Avg. GPT4o0 Score

jes]
Z
N
et
b
o

LLAVAL.S (Liu et al., 2024) 48.5 9.11

X X X
LLAVA-LLAMA-3 X X X 482 9.03
LLAVA-LLAMA-3+VLR-IF(EN) v X X 529 9.40
EN X-LLAVA (Shin et al., 2024) X X X 49.5 9.10
X-LLAVA+VLR-IF(EN) v X X 514 9.27
X-LLAVA+VLR-IF(EN+KO) v X 4 52.1 9.28
QWEN-VL-CHAT X X X 53.5 9.30
QWEN-VL-CHAT (Bai et al., 2023) X X X 60.3 8.33
ZH QWEN-VL-CHAT+VLR-IF(ZH) X v X 64.8 9.26
X-LLAVA X X X 43.1 7.62
KO X-LLAVA+VLR-IF(KO) X X v 50.0 8.35
X-LLAVA+VLR-IF(EN+KO) v X v 49.8 8.59

Table 8: A table illustrates the results of the qualitative assessment using GPT-40. Quantitative Avg. is the average
result of the quantitative evaluation conducted Table 1.

To validate the quantitative evaluation results of VLR-BENCH, we conducted a qualitative assessment
using GPT-40. GPT-40 was provided with images from the VLR-BENCH dataset, queries, external
knowledge required for answering, and the model’s responses. Based on this information, the model’s
responses were evaluated on the following four aspects: (1) Assessment of the model’s selection of Gold
Passages and the use of Silver Passages. (2) Evaluation of the accuracy, completeness, and readability of the
model’s responses. (3) Verification of the model’s fulfillment of the query requirements. (4) Examination
of whether additional content from Silver Passages or Bronze Passages was included based on the length
of the responses. This rigorous evaluation ensures the reliability and validity of the quantitative results
obtained from VLR-BENCH.

Additionally, GPT-40 outputs the evaluation scores along with the reasoning behind the evaluations.
Through this process, we conducted a reliable qualitative assessment and confirmed that the results
exhibited a distribution similar to the quantitative evaluation results of VLR-Bench, as shown in Table 8.
The Figure 12 illustrates the prompt and responses provided to GPT-4o for the qualitative assessment.

D.2 VLR-IF Validity Analysis

To investigate the impact of the VLR-IF dataset, we evaluated its effect on passage selection in our
experiments. We chose English as the target language for the experiments and used the Llava-Llama-3
model, which received the highest evaluation in this language. The experiment proceeds as follows: first,
we provide the model with passages, an instruction, and an image. The model then selects two passages
necessary to follow the instruction related to the image. As shown in the Table 9, the model fine-tuned on
VLR-IF demonstrates a substantial improvement of 26.0 and 25.1 points in EM and F1 scores, respectively,
compared to the model without VLR-IF training. The results suggest that the VLR-IF dataset can enhance
the ability to select the necessary passages based on images and queries.
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Model EM F1

LLAVA-LLAMA-3 2.0 159
LLAVA-LLAMA-3+VLR-IF(EN) 28.0 41.0

Table 9: Passage Selection Performance with and without VLR-IF Training. EM is the exact matching score, while
F1 is the harmonic mean of precision and recall.

### System Prompt
You need help with the following question involving an image.

The model will analyze the image and instructions, referring to five passages to provide an answer. Two of
these passages contain essential information directly related to the image and the question, which we call the
"Gold Passage." Two of the passages contain information related to the topic but are not central to answering
the question; we call these "Silver Passages." The remaining passage is unrelated to the image and the
question, which we call the "Bronze Passage." We give you the five passages.

You will meticulously evaluate the answers provided by the language model to the questions. To ensure the
fairest evaluation, you must adhere to the following rules:

Basic Rules

1. Focus on how well the model references the Gold Passages to answer the question and how effectively it
filters out the unnecessary Passages.

2. Focus on the accuracy, completeness, and readability of the answers.

3. Analyze in detail whether anything was missed from the question's requirements.

4. Do not let the length of the answer influence the evaluation.

If the answer violates these rules, apply a significant penalty to the score. Evaluation Output Format Provide a
brief evaluation of the answer, and if it does not receive a 10.0, explain in 1-2 sentences why it did not. Then,
score the answer on a scale of 1.0 to 10.0. Do not use symbols when expressing scores; for example, use
"score: 4.0" instead of "4.0/10.0" or "5.0" Finally, follow the format below to generate your response.

Output Format
Evaluation: [Evaluation content]
Score: [Number]

### Instruction
Question: What is the name of the pagoda in this image, and during which dynasty was it constructed?

Gold Passagel: Dabotap Pagoda is one of the two famous pagodas located at Bulguksa Temple in Gyeongju, ...
Gold Passage2: The Unified Silla Dynasty, which lasted from 668 to 935 AD, is known for its significant ...
Silver Passagel: Gyeongju, the capital of the Unified Silla Dynasty, is often referred to as ...

Silver Passage2: The Dabotap Pagoda stands at 10.4 meters tall and is known for its intricate ...

Bronze Passage: Bulguksa Temple, where the Dabotap Pagoda is located, is a UNESCO ...

Model Answer: The pagoda is the Dabotap Pagoda, and it was constructed during the Unified Silla Dynasty in the 8th century.

Evaluation: The model correctly identifies the glass in the image as a champagne coupe and accurately
describes its traditional use for serving champagne and sparkling wines. It also mentions the historical
design inspiration and the shift in popularity to the champagne flute, which is relevant and accurate.
The model effectively uses information from both Gold Passages and appropriately filters out the
Silver and Bronze Passages. The answer is complete, accurate, and readable.

Score: 10.0

Figure 12: Examples of prompts used with GPT models in qualitative evaluations.
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D.3 Related Datasets

Dataset Image Source #of Instances ~ Multilingual ~ Parallel Open Qualitative Quantitative =~ With Passages
K-VQA Wikipedia 183K X X v X v X
S3VQA Open Images Dataset 6K X X v X 4 X
OK-VQA COCO 14K X X v X v X
A-OKVQA COCO 24K X X v X v X
ViQuAE Wikipedia 3K X X v X 4 X
OVEN-Wiki Wikipedia 58M X X v X 4 X
InfoSeek Wikipedia 1.36 M X X v X v X
Encyclopedic VQA  iNaturalist, Google Landmarks Dataset 1.036 M X X v X 4 X
Ours BOK-VQA 323K v v v v v v

Table 10: Summary of the multimodal VQA (Visual Question Answering) benchmark dataset. ‘Parallel” indicates
that the dataset can be used for translation tasks. ‘Qualitative’ refers to the availability for quantitative evaluation,
while ‘Quantitative’ refers to the availability for qualitative evaluation. “With Passages’ denotes whether passages
are provided in the benchmark dataset.

Table 10 provides information on the size and domains of major VLM evaluation datasets that utilize
external knowledge. The VLR-BENCH dataset proposed in this study is structurally similar to the
Encyclopedic VQA dataset, which includes test data containing 1,000 gold passages. However, VLR-
BENCH differs in two key ways: (1) instead of a single gold passage, each query is paired with five
passages—two Gold Passages, two Silver Passages, and one Bronze Passage, and (2) it consists of
parallel corpora in English, Chinese, and Korean, making the test data more than four times larger, even
though the total number of samples is smaller. Moreover, unlike the automatically generated Encyclopedic
VQA, all passages in VLR-BENCH have been manually reviewed, with a strong emphasis on quality
control. By categorizing passages into gold, silver, and bronze, models must distinguish between useful
and less relevant information to generate accurate answers. This design allows for a more nuanced
evaluation of how well a VLM can utilize gold passages while avoiding the silver and bronze ones from
the top-k retrieved results, setting VLR-BENCH apart from existing datasets.

D.4 Correlation analysis between Passages, Ground Truth, and Questions.

Lang. Passage-type Bert Score f1 Rouge-1 Rouge-2 Rouge-L

Passages & Ground-truth output

Gold 78.04 44.96 20.98 31.92
EN Silver 72.11 25.59 5.978 18.92
Bronze 67.81 22.10 2.299 17.04
Gold 77.08 20.78 7.16 20.50
ZH Silver 70.49 4.15 1.08 4.15
Bronze 66.28 0.38 0.0 0.38
Gold 77.20 19.05 6.90 18.78
KO Silver 71.98 3.47 0.77 347
Bronze 66.48 0.38 0.0 0.38

Passages & Questions

Gold 66.55 28.42 4.67 18.93
EN Silver 65.70 21.48 1.97 1579
Bronze 64.48 24.11 2.74 17.26
Gold 67.13 1.2 0.0 1.2
ZH Silver 65.85 0.2 0.0 0.2
Bronze 63.70 0.0 0.0 0.0
Gold 68.15 1.2 0.0 1.2
KO Silver 67.26 0.2 0.0 0.2
Bronze 66.28 0.380 0.0 0.380

Table 11: Examining the correlation between Passages and GT reveals that, irrespective of the language used, the
correlations are ordered in the sequence of Gold, Silver, and Bronze. This suggests that to successfully perform
VLR-BENCH, it is necessary to appropriately utilize the Gold Passage. Meanwhile, investigating the correlation
between Passages and Questions indicates that the level of correlation remains consistent across various types of
Passages. These results demonstrate that Questions alone are insufficient for successfully completing VLR-BENCH,
and that both images and Passages must be utilized together.
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