Synthetic Paths to Integral Truth: Mitigating Hallucinations Caused by
Confirmation Bias with Synthetic Data

Changwon Ok* Eunkyeong Lee* Dongsuk Oh'
KT Corporation, KT Corporation, Department of
Republic of Korea Republic of Korea English Language and Literature,

ok.changwon@kt.com

Abstract

Recently, large language models (LLMs) have
made significant progress through retrieval-
augmented generation (RAG) and preference
learning. However, they still exhibit issues such
as confirmation bias, the tendency to favor in-
formation that confirms one’s beliefs, which
remains largely unexplored in current research.
In this paper, we propose a novel approach to
mitigate confirmation bias-induced hallucina-
tion in LLMs through a synthetic data construc-
tion pipeline and Direct Preference Optimiza-
tion (DPO) training. Our method enhances the
integration of diverse and complementary in-
formation from multiple passages retrieved by
RAG, enabling more balanced and accurate
reasoning. Experimental results demonstrate
significant improvements in response accuracy
and reduced hallucination on benchmarks such
as Natural Questions Open and HaluBench.
These findings suggest that our approach ef-
fectively mitigates confirmation bias in long-
context question answering, with potential ap-
plications to other NLP tasks. We release our
data, and evaluation/train code for public ac-
cess.*

1 Introduction

Recently, large language models (LLMs) (Jiang
et al., 2024a; Dubey et al., 2024; Minaee et al.,
2024) have demonstrated remarkable success in
various natural language processing (NLP) tasks,
ranging from machine translation (Pourkamali and
Sharifi, 2024) and summarization (Ravaut et al.,
2024) to complex question answering and reason-
ing (Jiang et al., 2024b; Zhu et al., 2024). Despite
these achievements, challenges persist, particularly
when these models generate responses based on
incomplete or ambiguous inputs (Tonmoy et al.,
2024).
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Knowledgel
Super Bowl LV was the first title game where both starting quarterbacks,
Brady and his opposing counterpart Patrick Mahomes, have won the AP
NFL MVP and Super Bowl MVP awards; as Brady is Mahomes' senior by
18 years, some billed the matchup as comparable to Michael Jordan
versus LeBron James.

Knowledge2
In Super Bowl LII, the Patriots faced the Eagles and their second-string
quarterback Nick Foles. Brady completed 28-of-48 attempts for three
passing touchdowns, no interceptions, and a Super Bowl! record 505
yards—which set a new postseason game record for the most passing
yards in NFL history.

Question
Who was the opponent of Brady in Super Bow!?

Confirmation Bias Answer
According to the document, the opponent of
Brady in Super Bowl LIl was the Eagles, and
their second-string quarterback was Nick Foles.

Good Answer

The opponent of Brady in Super Bowl LIl was the Philadelphia Eagles, with
their second-string quarterback Nick Foles. In Super Bowl LV, the
opponent was Patrick Mahomes.

Figure 1: Example of Confirmation Bias in LLMs (
Llama-3-8B) using RAG-retrieved Knowledge about
Brady’s Super Bowl appearances. The LLMs typically
generate a biased answer by focusing only on one event,
such as Super Bowl LII, while ignoring other relevant
information like Super Bowl LV. The good answer rep-
resents the ideal response the model should generate,
referencing both events to provide a complete and accu-
rate answer.

Methods like retrieval-augmented generation
(RAG) (Lewis et al., 2020a; Fan et al., 2024) have
been developed to address these limitations. RAG
enhances the accuracy of LLMs by incorporat-
ing external knowledge sources during the gen-
eration process. By retrieving relevant information
from large databases or documents, RAG systems
improve the model’s ability to produce factually
accurate outputs and mitigate hallucinations by
grounding responses in external data. However,
while RAG improves the factual accuracy of re-
sponses, LLMs may still suffer from confirmation
bias, which leads them to generate biased responses
by favoring specific retrieved information over oth-
ers.
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Confirmation bias (Nickerson, 1998) refers to
the tendency to selectively process information that
aligns with pre-existing beliefs or hypotheses while
disregarding contradictory data. This cognitive bias,
commonly observed in humans, can also manifest
in artificial intelligence (Al) systems. When RAG
retrieves a large quantity of information, the LLM
may prioritize certain details that align with a spe-
cific narrative. While these details may be accurate
within a narrow or limited context, they might not
reflect a more comprehensive understanding of the
information, potentially leading to biased responses
that fail to account for the broader context.

For example, as shown in Figure 1, if a RAG
model retrieves two pieces of information about
Tom Brady’s Super Bowl appearances and is asked
the question, “Who was the opponent of Brady in
the Super Bowl?,” a biased model might respond,
for example, “The opponent of Brady in Super Bowl
LIl was the Eagles, and their second-string quar-
terback Nick Foles.” while ignoring the first Super
Bowl mentioned in the data. A more accurate re-
sponse would be: “The opponent of Brady in Su-
per Bowl LIl was the Philadelphia Eagles, with
their second-string quarterback Nick Foles. In Su-
per Bowl LV, the opponent was Patrick Mahomes.”
This example illustrates how confirmation bias can
degrade the quality of a model’s output, potentially
leading to hallucinations by over-relying on spe-
cific retrieved information without considering the
full context. To improve the accuracy and robust-
ness of LLMs, it is essential to eliminate confirma-
tion bias and ensure models can accurately utilize
information from long contexts, even when com-
plementary information is present.

This paper proposes a novel approach to help
LLMs effectively address confirmation bias that
arises in long, multi-passage contexts for question-
answering tasks. To this end, we present a new
strategy for constructing synthetic data that en-
sures more comprehensive and integrated reason-
ing, and through direct preference optimization
(DPO) (Rafailov et al., 2024), we enhance the
model’s ability to generate results with reduced
confirmation bias.

The contributions of this work are threefold:

* We propose a DPO training method utilizing
synthetic data that mitigates confirmation bias,
allowing LLMs to make accurate inferences
even when exposed to complementary infor-
mation in long contexts.

* We demonstrate that our method maintains
performance across both long and short
or single-passage scenarios, ensuring the
model’s ability to handle extensive informa-
tion does not degrade.

* Finally, we provide a synthetic dataset, which
can further improve LLM performance while
reducing confirmation bias.

2 Related Works

2.1 Hallucination Mitigation with LLM

Retrieval Augmented Generation (RAG) is a tech-
nique that enhances the factuality of large language
models (LLMs) by incorporating an external re-
trieval mechanism into the generative process (Ton-
moy et al., 2024).

Lewis et al. (2020b) introduces RAG, demon-
strating how integrating retrieval mechanisms into
the generation process can improve factuality
and reduce hallucinations. By leveraging external
knowledge sources, models can produce more reli-
able and verifiable outputs, making them particu-
larly effective for knowledge-intensive tasks. Glass
et al. (2021) explore the application of RAG in
zero-shot settings, where the model must perform
tasks without task-specific training data. However,
RAG is not without its limitations. The necessity
to retrieve multiple passages to ensure comprehen-
sive coverage can lead to increased prompt length,
which in turn can degrade the model’s performance
due to context dilution and increased processing
complexity. To address these limitations, prior re-
search Tan et al. (2024) has explored methods that
improve performance by integrating results gener-
ated by a generator with passages retrieved by a re-
triever. However, such approaches primarily focus
on aligning the contexts of the generated content
and the retrieved passages. Our study specifically
addresses the issue of confirmation bias that occurs
within the retrieved passages themselves.

2.2 Long Context with LLM

Although recent LLMs are capable of handling
inputs up to 128K (Dubey et al., 2024), we have ob-
served that they do not fully understand the passage
when performing instructions based on long pas-
sages. For example, in a closed-QA task, response
accuracy decreased depending on the location of
the passage containing the correct answer. (Liu
et al., 2024)
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A solution to better understand long passages
has emerged that utilizes LLM to augment the data
based on long passages and supervised fine-tuning.
Data augmentation methods have been proposed
to augment long passages by generating queries
and extracting responses based on tasks that can be
performed in long passages (Bai et al., 2024), di-
viding long passages into segments and generating
instruction-response pairs, and generating multi-
hop QA pairs based on multiple segments (An et al.,
2024). However, many data augmentations, such
as 10K and 14K, are required for supervised fine-
tuning. Therefore, we try preference learning to
achieve effective alignment with less data.

2.3 Preference Learning with LLM

Once LLM could understand and perform a vari-
ety of difficult instructions requested by humans,
attention turned to aligning it with human prefer-
ences to provide more useful, less harmful, and
preferred responses. Proximal Policy Optimization
algorithms (PPO) (Schulman et al., 2017), which
are reinforcement learning, have been used for this
purpose and have shown successful performance
(Bai et al., 2022; Ouyang et al., 2022). Using rein-
forcement learning, complex and useful behaviors
can be elicited, such as the ability to discriminate
useful knowledge from a long input and answer it
with a pre-trained weight (Zha et al., 2023).

PPO explicitly specifies the reward model and
uses it to train the model. However, labeling re-
ward data is difficult. There are three main types of
data for reward models: point-wise, pair-wise, and
ranking. DPO (Rafailov et al., 2024) is a method
that allows for simple learning by computing the
pairwise logit between selected and rejected pairs
as a reward. In our paper, we use the basic DPO
methodology.

2.4 Synthetic Dataset for Preference Learning
with LLM

There is a many of research that utilizes LLM to
generate synthetic preference data. The basic way
to construct a preference dataset is to give LLM
a generative sampling option to extract multiple
responses, and then utilize a trained reward model
to select the best/worst responses based on their
scores to form selected and rejected pairs. There is
a way to construct a chosen-rejected pair without a
reward model by requesting a reward score in LLM-
as-judge (Yuan et al., 2024). Instead of requesting a
reward score, you can also build a pairwise dataset

by presenting the LLM with a specific criterion,
such as truthfulness, and asking it to choose the
better of two answers (Tian et al., 2023). Another
approach, similar to our paper, is to construct com-
pletions based on contrasting positive and negative
prompts (Yang et al., 2023).

3 Proposed Method

Our hypothesis posits that an LLM generates
higher-quality responses when it reflects and in-
tegrates all relevant segments of knowledge from
the given context when answering questions. In
contrast, responses that exhibit confirmation bias
lead to diminished quality.

In this section, we propose a method for creating
a dataset that captures this hypothesis without rely-
ing on human annotation for question answering,
which is then followed by DPO (Rafailov et al.,
2024). See Figure 2 for an overview of our pro-
posed method.

In §3.1, we describe the key properties of the
dataset, ensuring they align with the overall hy-
pothesis of this research. Following this, in §3.2,
we introduce the dataset creation pipeline, which
automatically generates datasets from a provided
corpus. This section includes the processes of Cho-
sen Response Generation, Rejected Response Gen-
eration, and application to a real world question
answering dataset. Finally, in §3.3, we present the
DPO method, demonstrating how the constructed
dataset is used for model fine-tuning and perfor-
mance optimization.

3.1 Dataset for Mitigating Confirmation Bias

Confirmation bias is the tendency to favor evidence
that supports existing beliefs or expectations (Nick-
erson, 1998). We argue that confirmation bias arises
in two specific forms within our task:

* Partial Evidence-Based Responses These
occur when the model generates responses
using only a subset of the knowledge segments
from the provided context.

* Distorted Evidence-Based Responses These
occur when the model produces responses that
contradict or misinterpret the provided con-
text.

Both types can lead to hallucinations, where the
generated content is nonsensical or unfaithful to
the original source material (Ji et al., 2023).
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Figure 2: Synthetic Paths to Integral Truth. The process of constructing synthetic data to mitigate confirmation
bias has a total of three steps. (i) Knowledge Segment Relevance Tagging : Tagging the knowledge related to the
question using LLM. The knowledge highlighted in blue green represents the knowledge segments related to the
question. (ii) Chosen Response Generation : Generating a chosen response using only the knowledge related to
the question (iii) Rejected Response Generation : Partial Evidence-Based Response, Distorted Evidence-Based
Response using two methods to make rejected responses. The pair dataset is then used to optimize the LLM’s

preference.

We hypothesize that responses that reflect and
integrate all relevant knowledge segments (referred
to as chosen responses) are of higher quality, while
those exhibiting confirmation bias (refered to as
rejected responses) lead to low quality outputs.

3.2 Generating Synthetic Dataset

The dataset is generated automatically, following
a process designed to meet the criteria outlined in
§3.1. This process is organized into a three-stage
pipeline: (1) Knowledge Segment Relevance Tag-
ging, (2) Chosen Response Generation, and (3)
Rejected Response Generation.

To process each step, we utilize prompt engi-
neering with LLLM, and further details used in this
process are provided in Table 5. We use Mixtral-
8x7B-Instruct-v0.1 for this process (Jiang et al.,
2024a).

Knowledge Segment Relevance Tagging Our
task is question answering using a given context.
We first need to identify question-related knowl-
edge segments from the given context to generate
chosen/rejected responses. Since human annota-
tion is time-consuming and expensive, we use an
LLM to automatically annotate the question-related
knowledge segments. For example, as shown in
Figure 2, knowledge relevance tagging involves
identifying and tagging the two knowledge seg-
ments in the given context that are relevant to the

question, "acceptance rate at Johns Hopkins Uni-
versity." These knowledge segments contain infor-
mation that can be used to infer the correct an-
swer to the question. Specifically, "Knowledge (N)"
mentions the trend of declining acceptance rates
at Johns Hopkins University over the past 8 years,
offering contextual information about the univer-
sity’s competitive admissions process. Meanwhile,
"Knowledge (1)" directly addresses the acceptance
rate of "more than 100%".

Chosen Response Generation A chosen re-
sponse reflects and integrates all relevant knowl-
edge segments in the given context. We select the
question-related knowledge segments in the given
context and prompt an LLM with the knowledge
segments and the question itself to generate these
chosen responses. As shown in Figure 2, the cho-
sen response generation considers both question-
related knowledge segments, "Knowledge (1)" and
"Knowledge (N)" to generate the final answer, re-
flecting the information that the acceptance rate is
"more than 100%" and has been "declining over
the past few years.".

Rejected Response Generation To create re-
jected responses, we generate two types of out-
puts. The first type, Partial Evidence-Based Re-
sponse is a response generated by providing the
LLM with a prompt containing only a single knowl-
edge segment related to the question, along with
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the question itself. The second type, Distorted
Evidence-Based Response, introduces bias into
the model’s generation process, prompting it to gen-
erate an incorrect answer based on a single, manip-
ulated knowledge segment. In Figure 2, the Partial
Evidence-Based Response is generated by con-
sidering only the information from "Knowledge
(1)", specifically "The acceptance rate for Johns
Hopkins University is more than 100%." In con-
trast, the Distorted Evidence-Based response is
created by incorrectly using the information from
"Knowledge (1)" and altering it to "less than 50%".

Applying Pipeline to Question Answering
Dataset To construct a dataset that reflects our
hypothesis, we utilized the MS MARCO dataset
*(Nguyen et al., 2016). We use randomly sampled
1k instances in MS MARCO. We utilize a BM25
retriever to search for passages relevant to the given
query, because the context from the original MS
MARCO dataset is short ". We refered to the col-
lection of the original context and the retrieved
passages as a single context, and each part is con-
sidered a knowledge segment. To make the various
data lengths, the number of retrieved passages is
adjusted so that the prompt fits within the speci-
fied token length. Each token length is uniformly
sampled from the set 1k, 2k, 4k, 8k. Additionally,
to prevent the model from focusing on knowledge
segments in a specific order, the sequence of knowl-
edge segments within the context is randomized.

3.3 DPO with Synthetic Paths to Truth

We use the most popular alignment method, di-
rect preference optimization (DPO). This method
presents a second approximation that enables pol-
icy learning using only the chosen-rejected pair-
wise dataset instead of the reward model. Synthetic
dataset pair set D for chosen and rejected pair-wise
generation consists of (x,y,,y;) Here,  means
prompt, y; means rejected(losing) response, Yy,
means chosen(winning) response.

Given question, and knowledge segments K =
{k1,--- ,kn} where N represents the number of
knowledge segments related to question ¢q. N can
vary because the token length differs for each data
sample. x is composed by concatenating the knowl-
edge segments (K) and the question(q).

The loss of DPO incorporating our methodology

“https://huggingface.co/datasets/microsoft/ms_marco
"https://github.com/castorini/pyserini

can be expressed as follows:

5(779; 7"—ref) = _E(x,yw,yl)ND
mo(Ywlq,dr, -+, dn)
o(Blo
[ ( g7r7'ef<y’w’q7k17"' 7kN)
71-G(yl|(17 klv co 7kN)
— Blo
TFTef(yl‘qa kla e 7kN) )]

6]

here, o is logistic function. S is a coefficient that
controls the difference between the reference model
and the policy model.

We randomly sample Partial Evidence-Based Re-
sponses and Distorted Evidence-Based Responses
for y; ~ Unif{y/ artial yiistorty thereby con-

structing (x, ¥y, y1) triplet.

4 Experiment

4.1 Experimental Setups

We conduct our experiments using two main
datasets: NQ-Open and HaluBench, along with
several modified or derived subsets designed to
investigate how the number and relevance of pas-
sages affect model hallucinations and confirmation
bias.

4.1.1 Original Datasets

Natural Questions Open (NQ-Open) NQ-Open
(Lee et al., 2019; Kwiatkowski et al., 2019) con-
sists of real user queries submitted to the Google
search engine, paired with human-annotated an-
swers sourced from Wikipedia. Each data instance
includes:

* Gold passage: A single passage containing
the correct answer.

* Distractor passages: Passages that are rele-
vant to the query but do not contain the correct
answer.

We follow the setup described in Liu et al.
(2024), where the number of retrieved passages
(e.g., 10, 20, 30, 40) and their ordering (i.e., the
position of the gold passage) can vary. All passages
are retrieved using a fine-tuned retriever (Con-
triever fine-tuned on MS-Marco).

HaluBench HaluBench (Ravi et al., 2024) is an
open-source benchmark comprising 15,000 (doc-
ument, question, answer) triplets, originally de-
signed for evaluating hallucination detection mod-
els. It emphasizes complex, real-world document-
based question answering in domains such as fi-
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nance and medicine. Although HaluBench primar-
ily targets hallucination detection, we adapt it to
prompt models for answer generation. The model-
generated answers are then evaluated for hallucina-
tion.

4.1.2 Derived Settings from NQ-Open

We create three derived datasets/settings from NQ-
Open to isolate and analyze the effects of context
length, passage count, and the presence of multiple
relevant passages on model hallucination.

Lost in the Middle Setting In the original Liu
et al. (2024) dataset, both the number of passages
and the gold passage’s position were varied exten-
sively, resulting in a large number of data points.
We adapt their original setting, observing how in-
creasing the context size (number of passages) and
altering the gold passage position may cause the
model to overlook the correct passage, potentially
leading to hallucinated answers.

Scaling with the Number of Passages Setting
To investigate the effect of increasing the number of
passages on hallucination, we modify the original
dataset as follows:

* We randomize the gold passage position to
focus solely on the effect of passage count
rather than fixed ordering.

* We increase the context size up to 40 passages.

» To examine confirmation bias, we tag each
passage using Mixtral-8x7B-Instruct-v0.1 to
identify passages (other than the gold one)
that could provide the answer.

This yields a dataset containing not only the
gold passage but also multiple passages relevant to
the query. Thus, we can analyze how scaling the
total number of passages influences hallucination
patterns.

Scaling with the Number of Relevant Passages
Setting Using the 40-passage dataset described
above, we further refine the data to investigate how
multiple relevant passages affect confirmation bias:

* Single: Only one passage is relevant.
* Multiple: Two or more passages are relevant.

For each category, we sample 500 examples. Un-
like the previous setting, the model here only re-
ceives the relevant passages at inference time. This
approach allows us to understand:

* In the Single scenario, whether the model dis-
torts information even with a single relevant
passage.

* In the Multiple scenario, whether the model
selectively uses only some of the relevant evi-
dence, demonstrating confirmation bias.

4.1.3 Model and Training Details

We use the Llama-3-8B-Instruct?, trained with a
context length of 8,192 tokens, as our baseline. We
apply direct preference optimization (DPO) fine-
tuning on this model using our constructed datasets
(details are provided in the Appendix).

4.1.4 Evaluation Metrics

We employ the following metrics to assess model
performance, hallucinations, and confirmation bias:

Accuracy Following Liu et al. (2024), accuracy
measures whether the generated answer includes
any correct solution.

Knowledge F1 (KF1) Based on Shuster et al.
(2021), KF1 measures unigram overlap between the
generated answer and the gold knowledge segment.

LLM as Judge Following Zheng et al. (2023),
we use an LLM (Mixtral-8x7B-Instruct-v0.1) to
assess whether the generated response is grounded
in the provided context. Instead of simple lexical
overlap, this method attempts to mimic human eval-
uation. For fairness, the LLM sees only the query-
related context segments.

Lynx Score For the HaluBench dataset, we uti-
lize the Lynx model (Ravi et al., 2024), trained
to detect hallucinations by verifying the answer’s
faithfulness to the given document and question.
We refer to this metric as the Lynx score, us-
ing an 8B model. This score complements the
LLM as Judge approach and provides a special-
ized, model-based hallucination detection measure
for the HaluBench domain.

4.2 Results in Question Answering

Table 1 presents a comparison between our model
and the baseline, Llama-3-8B-Instruct. Our model
outperforms Llama-3-8B-Instruct across all pas-
sage counts in the Scaling with the Number of Pas-
sages. With a single passage, our model achieves
92.32 accuracy, significantly surpassing the base-
line’s 84.56. This advantage persists even with 40

ihttps://huggingface.co/Meta—llama/
Meta-Llama-3-8B-Instruct
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Model # of Passages | Accuracy ‘ KF1 ‘ LLM as Judge
1 84.56 27.13 93.22
10 65.35 30.24 62.2
Llama-3-8B-Inst 20 63.05 30.42 56.55
30 59.55 29.34 55.83
40 58.68 28.62 51.18
1 92.32 55.53 97.66
10 74.12 47.02 69.00
Ours 20 69.11 45.83 63.24
30 66.67 44.54 59.65
40 65.76 43.78 57.14

Table 1: The effect of changing the number of passages in Scaling with the Number of Passages. The position of the
gold knowledge segment is randomized. Our model shows better performance than baseline in terms of accuracy
and hallucination across all numbers of passages. Bold text indicates superior performance in the same condition.

Model ‘ Lynx Score
Llama-3-8B-Inst 83.10
Ours 89.11

Table 2: Experiment results of HaluBench. Bold text
indicates superior performance in the same condition.

passages, where our model maintains 65.76 accu-
racy versus the baseline’s 58.68. In terms of mitigat-
ing hallucinations, our models” KF1 scores indicate
a better overlap with the gold knowledge segment
across all passage counts than the baseline.

In LLM as Judge score, the result also shows
our model produces more aligned and grounded
answers to the given context. Notably, The score
given by the LLM as a judge shows a larger dif-
ference between the baseline and our model when
the number of passages is multiple compared to
when there is only a single passage, indicating that
the difference increases as the number of passages
shifts from single to multiple.

These results demonstrate that our fine-tuning
approach effectively reduces confirmation bias and
enhances factual consistency, making our model
more robust in long-context question-answering
tasks.

Table 2 shows that our model achieves a Lynx
Score of 89.11, surpassing the baseline Llama-3-
8B-Instruct, which scores 83.10. This improvement
indicates our model’s enhanced ability to gener-
ate responses that align more accurately with the
source documents, effectively mitigating hallucina-
tions. The superior performance can be attributed
to our fine-tuning approach using DPO, enabling

the model to integrate factual information more re-
liably. These results highlight the success of our
model in reducing hallucinations, especially in
complex, real-world scenarios like those present in
the HaluBench dataset.

4.3 Lost in the Middle

Figure 3 measures the accuracy as a function of
the position of the answer in the Lost in the Mid-
dle setting. If this effect were absent, the graph
would appear as a flat, constant function. As shown
in Figure 3, our model demonstrates a more grad-
ual slope than Llama-3-8B-Inst and consistently
achieves higher accuracy at every position.

When viewed in relative terms, both Llama-3-
8B-Inst and our model have their highest accuracy
at the Oth index (the first knowledge segment in the
knowledge segments is the gold passage). However,
compared to the accuracy at Oth index, our model
experiences a smaller decrease in accuracy across
all other indices than Llama-3-8B-Inst does. In ex-
ample, When the maximum number of passages is
set to 10, the accuracy for 4th index in Llama-3-
8B-Inst is 89.61 and for our model is 94.46. And
the accuracy for 9th index in Llama-3-8B-Inst is
81.71 and for our model is 88.83.

This result shows that our model has robust per-
formance even if the number of passages is in-
creased and the gold passage position is altered.

4.4 Diving into Mitigating Hallucination in
Terms of Confirmation Bias.

Table 3 highlights that our model outperforms the
baseline (Llama-3-8B-Inst) across all metrics in
Scaling with the Number of Relevant Passages. In
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Figure 3: Comparison between our model and the Llama-8B-Inst baseline as the position of the document containing
the answer increases in Lost in the Middle setting. The index on the x-axis represents the position of the gold
passage among the total knowledge segments, and the index starts at 0.

Model ‘ Type ‘ Accuracy ‘ KF1 ‘ LLM as Judge
Single 86.80 28.04 90.00

Llama-3-8B-Inst |y yinte | 63.60 | 32.49 4871

Ours Single 94.20 54.52 96.20
Multiple 73.00 55.99 58.56

Table 3: Experiment results on the Scaling with the number of relevant passages, showing model performance based
on the number of query-related passages. Single refers to instances with only one related passage, while Multiple
indicates instances with multiple related passages. The results compare accuracy, KF1 score, and LLM-as-Judge
evaluations between the Llama-3-8B-Inst and our model. Bold text indicates superior performance in the same

condition.

the Single category, where only one passage is rel-
evant, our model achieves an accuracy of 94.20
and a KF1 score of 54.52, significantly higher than
the baseline’s 86.80 accuracy and 28.04 KF1. For
the Multiple category, which involves synthesiz-
ing information from multiple passages, our model
achieves 73.00 accuracy and a KF1 of 55.99, com-
pared to the baseline’s 63.60 accuracy and 32.49
KF1. These results suggest that, even though we
trained the model to mitigate confirmation bias, es-
pecially to avoid using partial evidence in the given
context, it primarily learned to effectively utilize
the correct knowledge segment when present.

In LLM as Judge score in Single category,
the score improves from 90.0 to 96.20 (+A6.2)
while the score improves from 48.71 to 58.56
(+A9.85) in Multiple. These results imply that
our model effectively integrates information from
all relevant sources, mitigating partial evidence-
based responses. Furthermore, this suggests that
our methodology can achieve a stronger effect in
long-context scenarios.

Overall, these results show that our model suc-
cessfully reduces hallucination related to confirma-
tion bias, both in straightforward and more com-

plex scenarios, by incorporating comprehensive ev-
idence during response generation. We show model
outputs in Appendix.

4.5 Assessing the Quality of Synthetic Data

Model ‘ Accuracy ‘ KF1
Llama-3-8B-Inst 58.68 28.62
Llama-3-8B-Inst (chosen) 62.64 40.40
Llama-3-8B-Inst (rejected) 39.59 27.86
Ours 65.76 43.78

Table 4: Experiment results in assessing the quality of
synthetic data. Llama-3-8B-Inst (chosen) refers to the
Llama-3-8B Inst model fine-tuned exclusively on the
chosen data, while Llama-3-8B-Inst (rejected) refers to
the same model fine-tuned exclusively on the rejected
data. Bold text indicates the best performance, while
underlined text indicates the second-best performance.

We did not directly evaluate the synthetic data
we generated. Instead, we assessed its effective-
ness indirectly by fine-tuning the Llama-3-8B-Inst
model using synthetic data. Specifically, we trained
models using only the chosen data, only the re-
jected data, and compared these with the original
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Llama-3-8B-Inst model and our proposed model.
The evaluation was conducted under the "Scaling
with the Number of Relevant Passages" setting, fo-
cusing on scenarios with 40 passages.

Table 4 presents the evaluation results of various
models regarding accuracy and KF1. The Llama-3-
8B-Inst model serves as the baseline, while Llama-
3-8B-Inst (chosen) and Llama-3-8B-Inst (rejected)
are fine-tuned variants trained on the chosen and
rejected synthetic data, respectively. Our model
demonstrates the highest performance, achieving
65.76 in accuracy and 43.78 in KF1, surpassing all
other models.

The improved accuracy and KF1 scores of
Llama-3-8B-Inst (chosen), compared to Llama-3-
8B-Inst, indicate that the chosen synthetic data en-
hances accuracy and reduces confirmation bias. In
contrast, the lower accuracy and KF1 scores of
Llama-3-8B-Inst (rejected) suggest that the rejected
data increases confirmation bias and contains less
reliable answers. These results highlight that the
synthetic data we generated exhibit high quality in
both its chosen and rejected subsets, supporting our
approach to reducing confirmation bias.

5 Conclusion

In this work, we identified confirmation bias as a
key factor contributing to hallucination in question
answering under long-context scenarios. To address
this, we proposed a dataset construction pipeline
aimed at mitigating confirmation bias in both the
chosen and rejected responses. Our method ensures
the integration and effective utilization of knowl-
edge segments that are closely related to the given
question within the context. We then trained our
model using the DPO-based approach.

In this paper, we have demonstrated the occur-
rence of confirmation bias in language models and
proposed methodologies to mitigate it. For future
work, it will be essential to investigate the underly-
ing causes of confirmation bias in language mod-
els and provide empirical evidence to substantiate
them. Additionally, we plan to explore the presence
of confirmation bias in other tasks beyond question
answering and investigate the application of our
proposed methodology to these scenarios.

6 Limitations

The proposed method in the paper generates a DPO
dataset for cases with gold knowledge. However,
this is generated based on the assumption that the

question is unconditionally answerable, so it can
cause hallucinations in the unanswerable case. De-
pending on the performance of the RAG, only irrel-
evant knowledge may be retrieved, and generating
data that accounts for this can further improve the
model’s ability to comprehend the retrieved knowl-
edge. In addition, you can also consider the case
where the knowledge contains contradictions.

Our proposed synthetic data distribution opti-
mization methodology for mitigating confirmation
bias in LLM models can be applied to an infinite
number of tasks. We have verified its effectiveness
in the multi-document question answering task,
which is the easiest task to verify. We leave the
experimentation of applying our method to various
tasks such as summarization, document writing,
editing, and rewriting as future work.

While the proposed method in the paper proved
to be effective in mitigating confirmation bias,
some issues may persist due to inherent vulner-
abilities that naturally exist in humans.
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A Prompt Engineering for Dataset
Generation

Table 5 shows our prompts used in our dataset gen-
eration pipeline.

Knowledge Segment Relevance Tagging In our
dataset (selected MSMARCO), each dataset has
the context which is composed of multiple knowl-
edge segments (the original context and retrieved
passages). To increase accuracy on the knowledge
segment relevance tagging, we provide the large
language model (Mixtral) with a single knowledge
segment sequentially, rather than supplying the en-
tire context at once for tagging.

Chosen response generation We use only the
question-related knowledge segments that can be
obtained from Knowledge Segment Relevance
Tagging. As shown in Table 5, we concatenate the
question-related knowledge segments as context
and give LLM question and context to generate
chosen response.

Rejected response generation We have two
types of rejected response generation. First, Partial
Evidence-Based Response is a response generated
by only a single knowledge segment related to the
question, along with the question. To make this
response, we recycle the chosen response genera-
tion prompt. Unlike chosen response generation,
we just make a single sampled question-related
segment and question as prompt to make rejected
response generation. The second type, a Distorted
Evidence-Based Response generates an incorrect
answer based on a single, manipulated knowledge
segment. To do this, we use the prompt as shown
in Table 5.

B LLM as Judge for hallucination

We use the LLM as a judge for hallucination, specif-
ically to assess whether the generated response is
grounded in the given context. We use the prompt
as shown in table 6. Since the LLM might struggle
to evaluate a given claim within a single long doc-
ument, we sequentially feed each passage/knowl-
edge segment feed into the prompt for the LLM
to judge. When multiple judgments were obtained,
we calculated the score for each data sample by
dividing the number of ‘yes’ responses by the total
number of judgments. Finally, the overall score for
the entire dataset was obtained by averaging the
individual LLM as judge scores.

5178


https://arxiv.org/abs/2306.05685
https://arxiv.org/abs/2306.05685

Type Prompt

Please identify the given knowledge segment is related to the given question.
Make answer just TRUE or FALSE.

JUST answer the question.

DO NOT say the explanation.

Provide your response as follows:
Knowledge Segment Relevance Tagging | Answer: (TRUE or FALSE)

Now here are the passage and question.
Knowledge segment : {knowledge segment}

Question: {question}
Answer:

Answer the question based on the context.

You SHOULD use all the information in the context to answer the question.
SHOULD NOT say that you answered based on the given context.

Context : {context}

Question: {question}

Answer:

The Given context is UNRELATED to the question.
Make WRONG answer to the question based on the UNRELATED context.
SHOULD NOT say that you answered based on the given context.

Chosen Responses

Distorted Evidence-Based Responses
UNRELATED Context : {context}
Question: {question}

WRONG Answer:

Table 5: Prompts used in the dataset generation pipeline.

Prompt

Determine whether the provided claim is grounded in the corresponding document.

In this context, grounding means that the information presented in the claim is substantiated by the document.
If not, the claim should be considered not grounded.

Document: document
Claim: claim
Please assess whether the claim is grounded in the document by responding with either "yes’ or 'no.’

Answer:

Table 6: Prompts used in LLM as judge to evaluate groundness in the given claim (generated text) to the given
document. To obtain more accurate results, we sequentially provided the model with only the passages related to the
question from the given context as prompts.
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Type ‘ Question Knowledge segment(s)

Llama-3-8B-Inst

Ours

Single

Title: The Walking Dead (comic book)

The Walking Dead debuted in 2003, published
by Image Comics, with art by Tony Moore for
the first six issues and Cliff Rathburn shading
the art after issue five.(...)

when do the walk-
ing dead comics
come out

According to the document, there
is no information about when the
Walking Dead comics come out.

The Walking Dead comic book
series debuted in 2003 and
has been published by Image
Comics.

Multiple

Title: Se Me Va la Voz to the script.
Adriana Ontiveros, a model from Jalisco also
participated in the video.(...)

Title: Take Me Out (UK game show)

(...) In the first series, the successful couples
conducted their date at FERNANDO’S! in
Manchester, which is actually Club Bijou on
Chapel Street (...)

For the second series, the date took place
abroad on the Isle of FERNANDO’S!, a
fictional location based in Puerto de la Cruz,

where do they film
take me out fer-
nando’s

According to the document, the
answer is: Puerto de la Cruz,
Tenerife.

For the Take Me Out Fernandos!,
the date took place in two differ-
ent locations.

In the first series, the successful
couples conducted their date at
FERNANDO’S! in Manchester,
which is actually Club Bijou on
Chapel Street.

In the second series, the date took
place abroad on the Isle of FER-
NANDO’S!, a fictional location
based in Puerto de la Cruz, Tener-

Tenerife. (...)

ife.

Table 7: Comparision in the performance of the Llama-3-8B-Inst model with our proposed model on both Single
and Multiple knowledge segment(s) question answering tasks in ’Scaling with the number of relevant passages’
dataset. The highlighted text in different colors indicates the specific parts of these segments that serve as evidence

for the answer.

C Scaling with the number of relevant
passages

Table 7 presents a comparison of responses be-
tween Llama-3-8B-Inst and our model for ques-
tions involving both single and multiple knowledge
segments in ‘Scaling with the number of relevant
passages’ dataset.

¢ Single Question The question is "When do
The Walking Dead comics come out?". The
relevant knowledge segment(red-highlighted
text) describes that "The Walking Dead de-
buted in 2003". Llama-3-8B-Inst responds
with, "There is no information about when
The Walking Dead comics come out," fail-
ing to extract the relevant information and
answer the question. In contrast, our model
successfully identifies the relevant informa-
tion from given context and answers properly,
stating, "The Walking Dead comic book series
debuted in 2003 and has been published by
Image Comics."

* Multiple Question: The question is "Where
do they film Take Me Out at Fernando’s?" The
knowledge segment provides two pieces of
evidence: (1) In the first series, the filming lo-
cation was "Club Bijou on Chapel Street," and
(2) in the second series, it occurred "Puerto de
la Cruz, Tenerife." Llama-3-8B-Inst gives an
partial evidence based answer, "Puerto de la
Cruz, Tenerife." However, our model captures
the entire relevant knowledge segments and

integrate them properly, stating both filming
locations correctly.

This demonstrates the effectiveness of the our
model in accurately extracting the information and
integrating them to make answers, including spe-
cific details missed by Llama-3-8B-Inst.

D Training Details

Hardware Details The training of mitigating
Hallucination model A100 80GB 1 node. The max
length of the backbone model is 8192 tokens.

DPO hyperparameter Details we use Dubey
et al. (2024)’s optimal hyperparameter. the optimal
parameter was utilized with a learning rate of le-5,
beta of 0.1 and global batch of 256.
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