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Abstract

In recent years, fine-grained sentiment analysis
in finance has gained significant attention, but
the scarcity of entity-level datasets remains a
key challenge. To address this, we have con-
structed the largest English and Chinese finan-
cial entity-level sentiment analysis datasets to
date. Building on this foundation, we propose
a novel two-stage sentiment analysis approach
called Self-aware In-context Learning Correc-
tion (SILC). The first stage involves fine-tuning
a base large language model to generate pseudo-
labeled data specific to our task. In the second
stage, we train a correction model using a GNN-
based example retriever, which is informed
by the pseudo-labeled data. This two-stage
strategy has allowed us to achieve state-of-
the-art performance on the newly constructed
datasets, advancing the field of financial sen-
timent analysis. In a case study, we demon-
strate the enhanced practical utility of our data
and methods in monitoring the cryptocurrency
market. Our datasets and code are available at
https://github.com/NLP-Bin/SILC-EFSA.

1 Introduction

The importance of sentiment analysis in the fi-
nancial domain has increasingly become apparent.
As early as 1970, Fama recognized the potential
of sentiment analysis in finance and introduced
the concept of the Efficient Market Hypothesis
(EMH) (Fama, 1970). The EMH suggests that
stock prices respond to unexpected fundamental
information, supporting the use of sentiment analy-
sis in finance. With the rapid growth of the internet
and the financial sector, numerous stock reports, re-
search papers, and investor opinions have become
valuable for assessing companies and events, play-
ing a key role for both investors and regulators.

Currently, most sentiment analysis corpora in
the financial domain use sequence-level annotation.

*Equal contribution
†Corresponding author

Figure 1: Examples of financial entity-level sentiment
analysis data in English and Chinese. In the task, the
objective is to identify financial entities within the text
and analyze their sentiment within the context. Specifi-
cally, this involves annotating each entity along with its
position (span) in the text and determining its sentiment
polarity (e.g., positive, negative, or neutral).

While sequence-level sentiment analysis has en-
hanced understanding of financial dynamics, many
financial texts (such as news articles, analyst re-
ports, and social media data) often contain multiple
entities with differing sentiments (Malo et al., 2014;
Huang et al., 2023; Sinha and Khandait, 2021;
Shah et al., 2023a). Consequently, the need for
fine-grained entity-level sentiment analysis in the
financial domain has emerged. This task requires
extracting the entities in the text and their loca-
tion information, as well as the sentiment polarity
corresponding to the entities. Task examples are
illustrated in Figure 1.

Tang et al. (2023) construct the first dataset with
financial entity annotations and sentiment labels,
named FinEntity, which clarifies the task require-
ments for entity-level sentiment analysis in the fi-
nancial domain. However, the FinEntity dataset
is relatively small in scale. To conduct a more
comprehensive study of entity-level financial sen-
timent analysis, we thoroughly investigate current

ieyxjia@zzu.edu.cn
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open-source financial datasets containing entity in-
formation. We select the SEntFiN dataset (Sinha
et al., 2022) and a Chinese financial event-level
sentiment analysis dataset (Chen et al., 2024), re-
screen and reconstruct them, ultimately creating
the largest (English and Chinese) entity-level fi-
nancial sentiment analysis database to date. The
construction methods will be detailed in Section 3.

Currently, large language models (LLMs) have
achieved significant research milestones in the fi-
nancial domain, such as BloombergGPT (Wu et al.,
2023) and FinLlaMA (Konstantinidis et al., 2024).
Most research focuses on further pre-training base
models on large-scale financial data to enhance
their expertise in the financial domain. However,
methods based on LLMs for entity-level sentiment
analysis remain relatively few. On the dataset we
constructed, we design a two-stage strategy to lever-
age large models and achieve performance improve-
ments.

In the first stage, we fine-tune a base model to
perform entity-level sentiment analysis, and we
find that its understanding of knowledge needs to
be enhanced. Even after training, models still gen-
erate some incorrect predictions on the data. This
is analogous to the human learning process, where
initial learning often lacks comprehensive knowl-
edge, and self-checking and error correction can
further enhance performance. Based on this obser-
vation, we design an error-correction strategy in the
second stage, training a self-correcting mechanism
to improve model performance. Specifically, we
first obtain and filter erroneous sample data, then
train a graph neural network (GNN) to retrieve rele-
vant examples, and subsequently fine-tune the base
model to function as an error-corrector to rectify
the predictions from the first stage. Experiments
conducted on the dataset we constructed demon-
strate that this approach achieves state-of-the-art
performance. Leveraging the sentiment analysis
capabilities of our model, we perform information
extraction on time-series financial texts from the
cryptocurrency market, and achieve more accurate
price predictions using an LSTM network.

The main contributions of this paper are as fol-
lows:
• We restructure existing English and Chinese
datasets to build the largest financial entity-level
sentiment analysis datasets to date, providing a rich
and reliable data resource for future research.
• We propose a novel two-stage self-correction ap-
proach, covering Initial Response Generation and

Self-correction Steps, which significantly improves
the model’s predictive accuracy and reliability.
• We achieve state-of-the-art performance on our
customized datasets and obtain better predictive
results in real-world cases, providing substantial
support for financial sentiment analysis.

2 Related Work

2.1 Entity-level Sentiment Analysis of
Financial Texts

NLP techniques have gained widespread adop-
tion in financial sentiment classification (Kazemian
et al., 2016; Yang et al., 2022; Chuang and Yang,
2022; Xing et al., 2020). Recent studies have
achieved state-of-the-art performance in SemEval
2017 Task 5 and FiQA Task 1 (Du et al., 2023).
With advances in NLP, sentiment analysis has
shifted from coarse- to fine-grained approaches (Du
et al., 2024). However, entity-level sentiment anal-
ysis in financial texts, a key fine-grained task, re-
mains in its early stages (Zhu et al., 2020) and faces
several challenges (Tan et al., 2023).

Existing financial sentiment classification
datasets, such as Financial Phrase Bank (Malo
et al., 2014), SemEval2017 (Cortis et al., 2017),
AnalystTone dataset (Huang et al., 2023), Headline
News dataset (Sinha and Khandait, 2021), and
Trillion Dollar Words (Shah et al., 2023a), are
based on entire text sequences (sentences or
articles). FiQA1 is an open challenge dataset
with aspect-level sentiment. However, it does not
include entity annotations. For financial entity
annotation datasets, FiNER (Shah et al., 2023b)
and FNXL (Sharma et al., 2023) have been created
for financial entity recognition and numerical span
annotation, respectively, but both lack sentiment
annotations. The FinEntity dataset is a dataset with
entity spans and sentiment information.

Gururangan et al. (2020); Zhang et al. (2023a)
suggest that re-training general PLMs on domain-
specific corpora enhances performance on special-
ized tasks. However, entity-level financial senti-
ment analysis requires further research due to the
unique complexity of financial entities compared
to general text entities (Zhang et al., 2023b). Tang
et al. (2023) have achieved preliminary results in
entity-level sentiment analysis tasks using a combi-
nation of FinBERT and CRF.

1https://sites.google.com/view/fiqa/home

https://sites.google.com/view/fiqa/home
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FinEntity SEntFiN-Span FinEntCN
Number of Texts 979 10753 10832
Single Entity Texts 390 (39.84%) 7897 (73.44%) 8194 (75.65%)
Multiple Entity Texts 589 (60.16%) 2856 (26.56%) 2638 (24.35%)
Average Text Length by Tokens 37.01 9.91 145.23
Max Text Length by Tokens 300 23 518
Min Text Length by Tokens 21 3 12
Positive Entities 503 (23.60%) 5084 (35.21%) 8037 (53.89%)
Negative Entities 498 (23.37%) 3828 (26.51%) 5040 (33.79%)
Neutral Entities 1130 (53.03%) 5527 (38.28%) 1838 (12.32%)
All Entities 2131 14439 14915
Average Entity Num Per Text 2.18 1.34 1.38

Table 1: The statistics of the constructed datasets.

2.2 LLMs in Finance

Large Language Models (LLMs) are considered
a technological breakthrough in the field of natu-
ral language processing, as exemplified by GPT-
3 and GPT-4 (Brown et al., 2020). LLMs have
been applied to various tasks in the financial do-
main (Dredze et al., 2016; Araci, 2019; Bao et al.,
2022; DeLucia et al., 2022; Konstantinidis et al.,
2024; Ahmed et al., 2024), from predictive mod-
eling to generating insightful narratives from raw
financial data.

An early example of a financial LLM is
BloombergGPT (Wu et al., 2023). Lan et al. (2024)
further apply large models to specific tasks in en-
terprise alert systems and constructed the FinChina
SA dataset, achieving meaningful results. Chen
et al. (2024) obtain desirable performance on event-
level datasets using their proposed four-hop reason-
ing chains. However, it is worth noting that experi-
ments have shown that the CoT (Chain-of-Thought)
framework negatively impacts entity-level financial
sentiment analysis tasks, likely due to the complex
reasoning processes involved.

Self-correction techniques aim to improve the
accuracy of LLM outputs by enabling models to
revise their initial predictions (Pan et al., 2023;
Kamoi et al., 2024). The fundamental problem
with existing methods is that LLMs cannot reliably
assess the correctness of their inferences (Huang
et al., 2024a). Recent studies have shown that in-
corporating examples with feedback into the con-
text can improve response quality (Xu et al., 2024).
These findings highlight the significant research
potential for correction strategies in entity-level
sentiment analysis using LLMs.

3 Datasets Construction

The FinEntity2 dataset provides annotations for fi-
nancial entity spans and their associated sentiments
within text sequences, with sentiment labels cate-
gorized as positive, neutral, or negative (Tang et al.,
2023). It treats entity-level sentiment classification
as a sequence labeling task using the BILOU anno-
tation scheme. The dataset contains 979 example
sentences, with 2,131 entities in total. Addition-
ally, approximately 60% of the financial texts con-
tain multiple entities. However, due to the small
size of this dataset, we construct two additional
datasets—one in English and one in Chinese—to
provide a more comprehensive analysis of this task.
Detailed information about the constructed dataset
is shown in Table 1, with 20% of the data randomly
selected as the test set for experiments.

3.1 English Dataset

SEntFiN3 is a manually annotated dataset designed
for fine-grained financial sentiment analysis of
news headlines, with sentiment labels linked to fi-
nancial entities (Sinha et al., 2022). The sentiment
labels are defined as positive, neutral, and nega-
tive. In total, the dataset includes 14,404 entity and
sentiment annotations.

We apply a rule-based approach to add entity
location tags to the annotations, aligning the label
format with the FinEntity dataset for ease of sub-
sequent work. This restructured dataset is named
SEntFiN-Span.The reconstructed dataset remains
relatively balanced in terms of sentiment distribu-
tion.

2https://github.com/yixuantt/FinEntity
3https://github.com/pyRis/SEntFiN

https://github.com/yixuantt/FinEntity
https://github.com/pyRis/SEntFiN
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Figure 2: Overview of our framework.

3.2 Chinese Dataset

To address the shortage of Chinese financial senti-
ment analysis datasets, Chen et al. (2024) pioneer
a new task called Event-Level Financial Sentiment
Analysis, which involves predicting a five-tuple
(company, department, coarse-grained event, fine-
grained event, sentiment). To support this task, they
construct a large-scale publicly available dataset
containing 12,160 news articles and 13,725 five-
tuples4.

To adapt this dataset for entity-level sentiment
analysis tasks, we first keep data containing only
single-type entity label information. Such data
amount to 10,832 instances, accounting for 89%
of the dataset. We then use a rule-based approach
to annotate the spans of financial entities while ig-
noring event labels, simplifying the task to purely
entity-level financial sentiment analysis. The pro-
cessed dataset has an average text length of 145.23
words, with 75.65% of the data containing a sin-
gle entity and 24.35% containing multiple entities.
This restructured dataset is named FinEntCN.

4 Methodology

The methodology of our study consists of two
stages: base model fine-tuning and error correction
model training. The methodological framework is
illustrated in Figure 2.

4https://anonymous.4open.science/r/EFSA-645E

4.1 Stage 1: Initial Response Generation

In the first stage, we aim to fine-tune the base LLMs
for entity-level sentiment analysis in the financial
domain. We use two models for different datasets:
LlaMA2-7b-hf-finance for the English dataset and
Baichuan2-7b for the Chinese dataset.

During the fine-tuning process, we develop mul-
tiple versions of instruction templates to ensure
their general applicability. Each instruction is de-
signed to comprehensively describe and clearly
convey the task requirements, including financial
entity recognition, sentiment classification, and the
details of result annotation. In the output phase,
the model must accurately identify entity names,
clearly delineate their boundaries within the text,
and classify their sentiment polarity. To enhance
the effectiveness of the fine-tuning, we incorpo-
rate three manually selected fixed examples into
the instructions. These examples are carefully cho-
sen to cover a range of scenarios within the task,
providing strong representativeness and compre-
hensiveness. The instruction template for this stage
is shown in Figure 6 in Appendix. After the fine-
tuning process, we perform predictions on both
the training and test sets, generating initial labels,
which we refer to as pseudo-labels.

The problem can be formalized as follows: Let
Dtrain and Dtest represent the training and test
datasets, respectively. For each text t ∈ Dtrain ∪
Dtest, we want to predict the sentiment label ys for
each entity e within the text. The fine-tuned model

https://anonymous.4open.science/r/EFSA-645E
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Mft predicts the sentiment labels:

{(ei, starti, endi, ŷi)}ni=1 = Mft(t) (1)

Where: ei represents the i-th entity recognized in
the text t, starti and endi denote the starting and
ending positions of entity ei in t, ŷi is the sentiment
label for entity ei (positive, negative, or neutral), n
is the total number of entities identified in the text.

The pseudo-labels are generated for both the
training and test sets. Despite the higher accuracy
on the training set, some pseudo-labels are erro-
neous, reflecting the model’s limitations on this
specific task. This approach provides foundational
data for training the subsequent error correction
model.

4.2 Stage 2: Self-correction Steps

The second stage focuses on training an error cor-
rection model to identify and rectify errors in the
pseudo-labels generated during the first stage. The
specific steps are as follows: We begin by filtering
the pseudo-labeled data Dtrain. Let Ccorrect and
Cincorrect represent the correctly and incorrectly
labeled samples, respectively. To emphasize the
model’s attention on erroneous samples, we filter
the training data by retaining all incorrectly pre-
dicted samples Cincorrect, while removing a por-
tion of the correctly predicted samples Ccorrect:

Dfiltered = Cincorrect ∪ S(Ccorrect) (2)

where S is a sampling function that selects a subset
of correctly predicted samples. Next, we fine-tune
an error correction model Mcorrect using the fil-
tered dataset Dfiltered.

We reference the GNN-based context example
retriever proposed by Yang et al. (2024), as shown
in Figure 2. The GNN example retriever uses a
graph attention network (GAT) as the base model,
with two GAT layers designed for linguistic and
sentiment features. It outputs feature representa-
tions rich in linguistic and sentiment information,
along with sentence-level average representations.
During training, the GNN model employs con-
trastive learning, where linguistic features (such
as syntactic dependencies and part-of-speech tags)
and sentiment features (such as sentiment polar-
ity) are extracted from the training set based on
heuristic rules for comparison. This encourages the
GNN’s output to be optimized in both linguistic
and sentiment dimensions. By encoding the dataset

using the trained GNN model, three feature repre-
sentations enriched with linguistic and sentiment
characteristics are obtained. Finally, for prediction,
approximate nearest neighbor search is used to re-
trieve the most similar examples from the encoded
training set.

We incorporate the retrieved examples into the
context of the fine-tuning instructions, providing
information on whether the pseudo-labels are cor-
rect. This allows the model to learn how to judge
the accuracy of pseudo-labels. Since the model
from the first stage may produce similar errors on
similar examples, this retrieval method helps the
correction model identify and correct these errors.
The trained error correction model is then used to
detect and correct the pseudo-labels generated by
the first stage on the test set. By employing this
two-stage approach, we further enhance prediction
accuracy and reliability. The corrected-labels are
formally consistent with pseudo-labels.

It is important to note that during the fine-tuning
of the error correction model, we do not include
additional instructions related to entity-level senti-
ment analysis in the financial domain but focused
solely on the error correction task. This design
avoids potential negative impacts on model perfor-
mance from the comprehensiveness of task instruc-
tions, ensuring that the model remains concentrated
on the error correction task itself. The correction
task prompt template can be found in Figure 7 in
Appendix.

5 Experiments

5.1 Baselines

FinBERT-CRF: FinBERT5 is a BERT variant for
finance, and FinBERT-CRF adds a CRF layer for
token label dependencies (Yang et al., 2020; Tang
et al., 2023).

SpanABSA: SpanABSA is a span-based extract-
then-classify framework (Hu et al., 2019).

Instruct ABSA: InstructABSA (Scaria et al.,
2024) is an aspect-based sentiment analysis method
based on instruction learning.

T5: T5 is a general text generation model pro-
posed by Google Research (Raffel et al., 2020).

Ch_finT5_base6: Pre-trained Language Model
in the Chinese financial domain (Lu et al., 2023).

5https://huggingface.co/yiyanghkust/
finbert-tone

6https://huggingface.co/SuSymmertry/BBT/tree/
main/Model/1b

https://huggingface.co/yiyanghkust/finbert-tone
https://huggingface.co/yiyanghkust/finbert-tone
https://huggingface.co/SuSymmertry/BBT/tree/main/Model/1b
https://huggingface.co/SuSymmertry/BBT/tree/main/Model/1b
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Method
FinEntity SEntFiN-Span

Precision Recall F1 Precision Recall F1
BERT - - 0.8000* - - -
BERT-CRF - - 0.8100* - - -
FinBERT - - 0.8300* - - -
FinBERT-CRF - - 0.8400* - - -
SpanABSA 0.6635 0.5210 0.5837 0.7922 0.7029 0.7449
T5-base 0.8578 0.8477 0.8527 0.7639 0.7546 0.7592
BGCA 0.8625 0.8524 0.8574 0.7626 0.7670 0.7648
InstructABSA 0.8152 0.7471 0.7797 0.7881 0.7826 0.7853
LlaMA2-7B 0.8920 0.8237 0.8565 0.7677 0.7719 0.7698
GPT-3.5(0−shot) 0.5253 0.6723 0.5902 0.5143 0.6923 0.5902
GPT-3.5(3−shot) 0.7265 0.6347 0.6775 0.5644 0.6525 0.6053
GPT-4o(0−shot) 0.7989 0.6714 0.7296 0.5354 0.6721 0.5952
GPT-4o(3−shot) 0.7751 0.7588 0.7669 0.6679 0.6299 0.6484
Stage 1 LlaMA2-7B-Finance 0.8983 0.8399 0.8681 0.7833 0.7789 0.7811
Stage 2 (fix) 0.9082 0.8632 0.8826 0.7881 0.7887 0.7884
Stage 2 (gnn) 0.9104 0.8724 0.8910 0.7895 0.7898 0.7896

Table 2: The experimental results on two English datasets (FinEntity, SEntFiN-Span). The BGCA’s base model is
T5. The reported scores are F1 scores over three runs. ‘-’ denotes that the corresponding results are not available.
‘*’ Indicates that the results are derived from previous studies. The best results are bolded. ‘fix’ indicates that the
in-context examples used are fixed, while ‘gnn’ indicates they are retrieved using the GNN-based retriever.

Method
FinEntCN

Precision Recall F1
Ch_finT5_base 0.3582 0.3627 0.3604
BGCA 0.3712 0.3804 0.3757
GPT-3.5(0−shot) 0.1564 0.3723 0.2203
GPT-3.5(3−shot) 0.4281 0.4858 0.4551
GPT-4o(0−shot) 0.2097 0.4468 0.2854
GPT-4o(3−shot) 0.2908 0.5177 0.3724
Stage 1 0.8574 0.8546 0.8560
Stage 2 (fix) 0.8625 0.8582 0.8604
Stage 2 (gnn) 0.8671 0.8681 0.8675

Table 3: The experimental results on the Chinese
dataset FinEntCN. The Stage 1 results are obtained
by fine-tuning Baichuan2-7B-Base-LLaMAfied, and
BGCA’s base model is Ch_finT5_base.

BGCA: BGCA is a unified bidirectional
generation framework for cross-domain ABSA
tasks (Deng et al., 2023).

LlaMA2-7B-Finance7: This model is fine-tuned
on a financial dataset based on the LlaMA2-7B
language model.

Baichuan2-7B-Base-LLaMAfied8: This is the
7https://huggingface.co/cxllin/

Llama2-7b-Finance
8https://huggingface.co/hiyouga/

Baichuan2-7B-Base-LLaMAfied

LLaMAfied version of the Baichuan2-7B-Base
model (Huang et al., 2024b).

ChatGPT: To compare with state-of-the-art gen-
erative LLMs, we use the OpenAI API9 to evaluate
ChatGPT’s zero-shot and few-shot in-context learn-
ing performance. Detailed prompts are provided in
Appendix A.

5.2 Experimental Settings

The detailed experimental settings of our method
and parameter configurations of methods such as
SpanABSA, BGCA, and InstructABSA can be
found in Appendix B.

5.3 Overall Performance

Table 2 and Table 3 present the main experimental
results, demonstrating that our proposed method
outperforms all benchmark models on most met-
rics across three datasets. On the FinEntity dataset,
our approach improves the F1 score by 5.1% com-
pared to the previous best method, and it also per-
forms well on the other two datasets. In our com-
parative study, we explore pre-trained models that
have been successfully applied to aspect-based sen-
timent analysis tasks. The results show that the
fine-tuning approach for LLMs demonstrates excel-

9https://platform.openai.com

https://huggingface.co/cxllin/Llama2-7b-Finance
https://huggingface.co/cxllin/Llama2-7b-Finance
https://huggingface.co/hiyouga/Baichuan2-7B-Base-LLaMAfied
https://huggingface.co/hiyouga/Baichuan2-7B-Base-LLaMAfied
https://platform.openai.com
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lent performance, especially on the Chinese dataset.
Our method further achieves the best results.

We also investigate the performance of the GPT
series on three datasets, reporting the experimental
results of GPT-3.5 and the latest GPT-4o versions
in zero-shot and few-shot settings. Due to cost con-
straints, we select 200 data points from the test set
for the experiments. The results indicate that on
two English datasets, GPT-4o outperforms GPT-3.5
by 5.21% and 4.31% in F1 scores, respectively, un-
der the 3 in-context examples setup, demonstrating
stronger performance. Interestingly, however, both
models perform poorly on the Chinese dataset, with
GPT-4o even underperforming GPT-3.5. Analysis
shows that GPT-4o extracts too much non-financial
information, like person entities, indicating that its
general extraction capabilities interfere with task-
specific understanding.

5.4 Ablation Study
At this stage, we explore the contributions of var-
ious components within our framework. Table 4
presents the results of different model variants.

To evaluate the effectiveness of the second stage,
we compare the experimental results with those
from the first stage, which involves only basic fine-
tuning. The results demonstrate that the correc-
tion strategy improves performance across all three
datasets. Furthermore, we examine the role of the
GNN-based example retriever in the second stage.
We replace the in-context examples with the same
number of fixed examples and report the corre-
sponding results. Overall, the absence of any fea-
ture typically results in a decrease in F1 scores
compared to the complete model.

Method FinEntity
SEntFiN-
Span

FinEntCN

all 89.10 78.96 86.75
w/o gnn (-0.84) (-0.12) (-0.71)
w/o stage2 (-2.29) (-0.85) (-1.15)

Table 4: The Macro-F1 score(%) of the ablation experi-
ments.Values in green indicate the drop in performance
after removing a module.

5.5 Key Parameters Analysis
5.5.1 The Number of In-context Examples
Figure 3 presents the experimental results of fine-
tuning the LlaMA2-7B model on the FinEntity
dataset using different numbers of randomly se-
lected in-context examples. Compared to the task

fine-tuning template without examples, the inclu-
sion of such examples leads to a significant im-
provement in model performance. As the number
of in-context examples increases, the results indi-
cate that the model achieves optimal performance
with three examples. This finding provides a ba-
sis for selecting three examples in the above main
experiments.

Figure 3: Performance impact of different numbers of
in-context examples on the FinEntity dataset.

5.5.2 The Positive-to-negative Sample Ratio

After obtaining the pseudo-labeled data from the
first stage, we filter the training set and retain differ-
ent proportions of correct examples to investigate
the impact of the positive-to-negative sample ra-
tio on the performance of the correction model
in the second stage. The experimental results are
shown in Figure 4. As the proportion of correct
samples retained increases, the performance of the
fine-tuned correction model initially improves and
then declines. This indicates that when training a
correction model, an excessively high or low ra-
tio of correct to incorrect samples in the training
set can negatively affect correction performance,
potentially leading to worse outcomes.

Figure 4: Impact of the ratio of correct data samples
retained.
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We observe that retaining about 60% or 80% of
the correct samples yields the best performance
for the correction model. At this point, the overall
ratio of correct pseudo-labeled samples to incorrect
pseudo-labeled samples in the training data may
better align with the true accuracy, enabling the
model to have a more accurate perception of its own
error rate. This results in improved performance
and aligns with human intuition.

5.6 Case Study

To better demonstrate the effectiveness of our
framework, we conduct case studies for both En-
glish and Chinese texts, as shown in Table 7 in
Appendix.

In the English case 1, the model fine-tuned in
the first stage accurately identifies two financial
entities in the text: Twitter Inc and Tesla Inc. The
description of Twitter Inc’s stock increase is cor-
rectly classified as positive sentiment. However, the
model incorrectly classifies the sentiment for Tesla
Inc as positive as well, which is a common issue in
multi-entity sentiment analysis where the model er-
roneously assumes uniform sentiment across multi-
ple entities. In the second stage, we introduce three
correction examples to guide the model in evaluat-
ing and adjusting the pseudo-labels, which leads to
successful results. Table 8 in Appendix presents the
experimental results of our method, showing the F1
scores for entity and sentiment classification. Both
scores improved after our correction stage, with a
greater increase in the sentiment polarity score.

Additionally, we observe that LLMs also pro-
duce significant errors similar to those in the Chi-
nese case 1, likely due to the lack of financial
domain optimization in the Chinese base models.
Our correction strategy proves effective in these
instances as well. English case 2 and Chinese case
2 demonstrate the limited ability of our method to
correct the model’s persistent misjudgments regard-
ing entity boundaries and categories.

6 Case Application: Cryptocurrency
Market Prediction

Studies have shown a positive contemporaneous
correlation between Bitcoin prices and entity-level
sentiment scores, with the maximum information
coefficient (MIC) between cryptocurrency prices
and sentiment indicating a moderate positive corre-
lation. Furthermore, entity-level sentiment demon-
strates higher correlations than sequence-level sen-

timent (Tang et al., 2023), suggesting that market
sentiment plays a positive role in regulating price
volatility.

Features RMSE
OHLC + ELS (SILC) 0.07936
OHLC + ELS (Bert_CRF)* 0.08502
OHLC + SLS* 0.09549
OHLC only* 0.11218

Table 5: Bitcoin price prediction performance. ELS
refers to entity-level sentiment, and SLS refers to
sequence-level sentiment. ’*’ indicates that the data
is sourced from the research of Tang et al. (2023).

Based on a dataset of 15,290 timestamped arti-
cles from May 20, 2022, to February 1, 2023, we
conduct a Bitcoin price prediction task. Sentiments
are labeled as positive (+1), neutral (0), and nega-
tive (-1), and daily sentiment scores are calculated
and normalized. For the price feature, we use the
Open-High-Low-Close (OHLC) price, which pro-
vides information on the market price movements
during a specific time period. A long short-term
memory (LSTM) network is used for prediction,
with a time step of 10 and a hidden size of 128.

Table 5 reports the RMSE (Root Mean Squared
Error) of the model predictions. RMSE measures
the average error between the predicted values and
the true values, with a smaller RMSE indicating
higher predictive accuracy. The results indicate
that the LSTM model using only OHLC prices
performs the worst, while the model incorporating
entity-level sentiment features outperforms both
the sequence-level model and the model without
sentiment features. The sentiment score features
derived from SILC method achieve the best perfor-
mance.

7 Conclusions

Our research focuses on the task of entity-level sen-
timent analysis in the financial domain, for which
we have constructed the largest English and Chi-
nese datasets. Moreover, we propose an innova-
tive strategy called "Self-aware In-context Learning
Correction" (SILC). The SILC framework consists
of two stages and significantly improves the ac-
curacy by enabling the model to learn correction
examples relevant to the current instance. Experi-
mental results demonstrate that the proposed SILC
strategy effectively enhances model performance,
achieving state-of-the-art results. Additionally, the
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case study in the cryptocurrency market demon-
strates the practical utility of our datasets and meth-
ods, which we believe are valuable resources for
financial sentiment analysis.

Limitations

The proposed method involves multiple training
stages, which, while enhancing model refinement,
also increase training time and computational re-
quirements. This could impact scalability and re-
source use. To mitigate these issues, optimization
techniques such as model pruning and knowledge
distillation, as well as cloud computing and dis-
tributed training, can be employed.
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multiple similar fine-tuning instruction templates,
and one is randomly selected during use. One of
them is presented here as an example.

Figure 6: Fine-tuning instruction template for the initial
response generation.

Figure 7: Fine-tuning instruction template for the self-
correction steps. The bidirectional arrow indicates that
the real usage is either the preceding or the following.

B Experimental Parameter Settings

Our method involves multiple stages. In the first
stage of supervised fine-tuning, the learning rate
and number of epochs are set to 8× 10−5 and 5, re-
spectively. For the GNN training phase, we define
different heuristic rules for θLig and θSen to dis-
tinguish between linguistic and sentiment feature
similarities. The linguistic (θLig) and sentiment
(θSen) parameters are illustrated in Table 6. We
use a BERT-based uncased tokenizer as the token
encoder, with an initial learning rate of 1× 10−4,

running for 10 epochs. In the fine-tuning stage of
the correction model, we insert the top 3 most rel-
evant examples (k = 3), ranked by similarity (Liu
et al., 2022), including one linguistic example, one
sentiment example, and one average sample. We
leverage Low-Rank Adaptation (LoRA)(Hu et al.,
2021) for efficient parameter tuning. All methods
utilize the AdamW optimizer(Loshchilov and Hut-
ter, 2019), incorporating gradient decay, dynamic
learning rate scheduling, and gradient clipping tech-
niques.

FinEntity SEntFiN-Span FinEntCN
θLig 0.37 0.46 0.15
θSen 0.8 0.8 0.7

Table 6: The gnn retrieval model training parameters.

All experiments are conducted on an Ubuntu
20.04.5 server equipped with a V100-32G GPU.
We randomly split 10% of the training set as the
validation set and select the best-performing model,
using Macro-F1 as the primary evaluation metric.
Each experiment is repeated three times with dif-
ferent random seeds, and we report the average
results.

BGCA Method Experimental Settings:
BGCA is a data augmentation strategy based

on the T5 model. Originally a cross-domain data
augmentation method, it is modified to enhance the
training set specifically within the financial domain.
The experimental parameters are set as follows:
num_train_epochs is set to 15, learning_rate is 3×
10−4, data_gene_epochs is 20, and whether to use
the same model is set to use_same_model.

SpanABSA Method Experimental Settings:
The task is set to run_joint_span, train_batch_size
is 8, and logit_threshold is 8.0.

InstructABSA Method Experimental Set-
tings: num_train_epochs is set to 4 and learn-
ing_rate is 5× 10−5.

Task prompt template: """Definition: The output
will include each financial entity (both implicit and
explicit) along with their sentiment polarity. If
there are no financial entities, the output should
be noaspectterm: none. The output should follow
the order in which the financial entities appear in
the text. Two positive examples, Two negative
examples, Two neutral examples, Now complete
the following example input: """

C Case Study
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English case study

Case#1

Sentence Micro-blogging site Twitter Inc <TWTR.N> gained 3.8%, adding to
its 27% surge in the previous session, after saying it will name top
shareholder and Tesla Inc <TSLA.O> CEO Elon Musk to its board.

Gold labels {value: Twitter Inc, start: 20, end: 31, tag: Positive}
{value: Tesla Inc, start: 149, end: 158, tag: Neutral}

Stage1 Predict
(Pseudo-labels)

{value: Twitter Inc, start: 20, end: 31, tag: Positive} ✓

{value: Tesla Inc, start: 149, end: 158, tag: Positive}✗

Stage2 Predict
(Corrected-labels)

{value: Twitter Inc, start: 20, end: 31, tag: Positive}✓

{value: Tesla Inc, start: 149, end: 158, tag: Neutral}✓

Case#2

Sentence Rupiah leads Asia FX losses after solid US data, weekly slides seen.
Gold labels {value: Rupiah, start: 0, end: 6, tag: negative}
Stage1 Predict
(Pseudo-labels)

{value: Rupiah, start: 0, end: 6, tag: negative}✓

{value: Asia FX, start: 13, end: 20, tag: negative}✗

Stage2 Predict
(Corrected-labels)

{value: Rupiah, start: 0, end: 6, tag: negative}✓

{value: Asia FX, start: 13, end: 20, tag: negative}✗

Chinese case study

Case#1

Sentence 2月3日,荣联科技(维权)收深交所关注函。公司此前披露,因涉嫌信
息披露违法违规,证监会决定对公司立案。深交所要求公司说明非
公开发行股票进展情况,并说明立案调查对公司非公开发行股票事
项的影响。值得注意的是,2月3日当日,荣联科技还录得涨停。

Gold labels {value: 荣联科技, start: 5, end: 9, tag: 负面}
{value: 荣联科技, start: 120, end: 124, tag: 正面}

Stage1 Predict
(Pseudo-labels)

{value: 荣联科技, start: 5, end: 9, tag: 中立}✗

{value: 荣联科技, start: 120, end: 124, tag: 中立}✗

Stage2 Predict
(Corrected-labels)

{value: 荣联科技, start: 5, end: 9, tag: 负面}✓

{value: 荣联科技, start: 120, end: 124, tag: 正面}✓

Case#2

Sentence 东风集团股份在港交所公告，2021年12月销售乘用车227782辆，
上年同期为293747辆；全年累计销售乘用车2252496辆，同比
下降2.6%。其中，2021年12月销售新能源汽车26383辆，上年
同期为12661辆；全年累计销售新能源汽车160641辆，同比增
长263.3%。

Gold labels {value: 东风集团, start: 0, end: 4, tag: 负面}
Stage1 Predict
(Pseudo-labels)

{value: 东风集团股份, start: 0, end: 6, tag: 负面}✗

Stage2 Predict
(Corrected-labels)

{value: 东风集团股份, start: 0, end: 4, tag: 负面}✗

Table 7: English and Chinese case studies.

Method
FinEntity SEntFiN-Span FinEntCN

Entity Sentiment Entity Sentiment Entity Sentiment
stage1 0.9415 0.9469 0.8960 0.8664 0.9321 0.9201
stage2 0.9433 0.9563 0.8994 0.8758 0.9382 0.9308

Table 8: The F1 scores for entity and sentiment polarity in two stages on our dataset. The calculation method
deems a prediction correct as long as the predicted entity or sentiment appears in the ground truth, without requiring
sequence or full matching.
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