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Abstract

Conditional semantic textual similarity (C-
STS) assesses the similarity between pairs of
sentence representations under different condi-
tions. The current method encounters the over-
estimation issue of positive and negative sam-
ples. Specifically, the similarity within positive
samples is excessively high, while that within
negative samples is excessively low. In this pa-
per, we focus on the C-STS task and develop a
conditional contrastive learning framework that
constructs positive and negative samples from
two perspectives, achieving the following pri-
mary objectives: (1) adaptive selection of the
optimization direction for positive and negative
samples to solve the over-estimation problem,
(2) fully balance of the effects of hard and false
negative samples. We validate the proposed
method with five models based on bi-encoder
and tri-encoder architectures, the results show
that our proposed method achieves state-of-
the-art performance. The code is available at
https://github.com/qinzeyang0919/CCL.

1 Introduction

The semantic similarity task aims to bring similar
texts closer together in the representation space and
push dissimilar texts further apart, which serves as
a common benchmark for evaluating the perfor-
mance of general sentence representations (Agirre
et al., 2012, 2014, 2015, 2016; Cer et al., 2017).
However, a sentence typically encompasses mul-
tiple facets. Viewed from varying angles, the sen-
tence should exhibit different degrees of similarity.

Deshpande et al. (2023) firstly extend the se-
mantic similarity task to the Conditional Seman-
tic Textual Similarity (C-STS) task by introducing
conditional information, assessing the similarity
between two sentences (s1, s2) under different con-
ditions. For example, in the context of "The per-
son’s gender", the sentences "A girl standing in a
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boat resting her arm on an elephant who is passing
by" and "A woman sits on a brick platform while
two elephants are in the distance on the grass"
exhibit a higher degree of similarity. In contrast,
the similarity is comparatively lower in terms of
"The person’s age". Compared to fuzzy semantic
similarity tasks, C-STS focuses on fine-grained tex-
tual representations, endowing two sentences with
varying degrees of similarity under different con-
ditions. Condition-based semantic representations
can be utilized in tasks such as fine-grained re-
trieval (Kamoi et al., 2023; Asai et al., 2023), large
language model text attribution (Rashkin et al.,
2023; Chen et al., 2024), and other related tasks.

Deshpande et al. (2023) propose the first method
for C-STS which we name QuMSE. QuMSE com-
bines Quad loss and MSE loss for joint optimiza-
tion. Nevertheless, QuMSE has the problem of
over-estimation. As shown in Table 1, compared
with the labels by human, the prediction results of
positive samples (under positive conditions cpos)
are too high, and the prediction results of negative
samples (under negative conditions cpos) are too
low.

We analyze the over-estimation problem of
QuMSE starting from the definition of Quad loss
as follows :

Quad (p1, p2, n1, n2) =

max (λ+ cos (n1, n2)− cos (p1, p2) , 0)
(1)

where cos (p1, p2) and cos (n1, n2) denote the sim-
ilarity between positive and negative samples, re-
spectively, the value of λ determines the degree
of optimization for positive and negative samples,
that is, the degree of difference between positive
and negative samples. In Deshpande et al. (2023),
λ = 1. In this case, Quad loss stops optimizing
only when cos (p1, p2)− cos (n1, n2) ≥ 1. For the
example depicted in Table 1, when lpos − lneg < 1,
there exists a misguided effect of Quad loss, lead-
ing to an over-estimation issue. It is easy to un-
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Sentence 1 Sentence 2 Condition QuMSE CCL(ours) Label
A large room with tile
flooring and four pieces
of furniture on a Persian
style carpet.

A room decorated with
multiple rocking chairs
and lots of art on the w-
alls.

cpos : The
room’s function.

0.99↑↑ 0.84↑ 0.75

cneg : The art’s
position.

0.29↓↓ 0.45↓ 0.5

The rear of a bus and a
traffic light are pictured
in a downtown night sc-
ene.

This is a picture of a b-
usy downtown cross w-
alk with several cars in
the flow of traffic.

cpos :The lo-
cation of the
scenery.

0.90↑↑ 0.68↑ 0.5

cneg :The vehi-
cles in sight.

0.01↓↓ 0.36↓ 0.5

A cart is loaded with lu-
ggage at a station while
an attendant sits on a
bench.

A woman is using a cell-
phone while sitting at a
group of benches with l-
uggage nearby.

cpos :The type of
carrier.

0.86↑↑ 0.73↑ 0.75

cneg :The per-
son’s attention.

0.21↓↓ 0.30↓ 0.5

Table 1: Comparative Examples of CCL (ours) and QuMSE. The prediction similarity scores are obtained by
fine-tuning the SimCSEbase model based on the bi-encoder architecture. The similarity scores with underlines
represent the human labels. ↑↑ and ↓↓ represent large deviations from human labels. ↑ and ↓ indicate relatively
smaller deviations from human labels. The statistical analysis results are in Appendix A.

derstand that the differences in similarity between
sentence pairs under varying conditions are not a
fixed value. Therefore, how to adaptively select the
optimization direction of the samples is a crucial
issue.

Contrastive learning can enhance representation
performance by constructing positive and nega-
tive samples through diverse data augmentation
or selection (Chen et al., 2020; Miao et al., 2023).
However, constructing effective positive and nega-
tive samples in conditional sentence representation
learning remains unexplored. Particularly in con-
structing negative samples, the balance between
hard negative samples and false negative samples,
to some extent, limits the performance of con-
trastive learning (Kalantidis et al., 2020; Zhou et al.,
2022). Therefore, it is necessary to explore how to
utilize limited information to balance the optimiza-
tion strength of controversial samples.

In this paper, we propose a Conditional
Contrastive Learning (CCL) framework to address
the issues mentioned above. We first introduce
Weighted Adaptive Contrastive Loss (W-ACL).
W-ACL utilizes similarity score label information
as truncation coefficients, adaptively selecting the
optimization directions for positive and negative
samples. The adaptive contrastive loss selects the
same sentence pairs as positive and negative sam-
ples under different conditions, fully leveraging the
similarity score label information of positive and
negative samples in the C-STS dataset to control
the relative difference between positive and nega-

tive samples at the same level as the human labels.
We further enhance W-ACL by introducing

Balanced Contrastive Loss (BCL), specifically, by
considering similarity contrast scores between the
same sentences in the same conditions (positive
samples) and between distinct sentences in the
same conditions (negative samples), as well as in
different conditions (negative samples). Unsuper-
vised contrastive learning necessitates the construc-
tion of entirely similar and dissimilar positive and
negative samples. Simply using distinct sentences
under the same conditions as negative samples can
lead to instances with high label similarity scores
becoming false negative samples (Chuang et al.,
2020). Such samples can also be regarded as hard
negative samples. We achieve a balance in opti-
mizing false negative and hard negative samples by
utilizing similarity score labels.

CCL optimizes the aforementioned losses jointly
with MSE loss and is compatible with various pre-
trained models. Table 1 displays the prediction
outcomes of the model trained with the CCL frame-
work. It can be seen that the prediction results
of CCL are much closer to the human labels than
those of QuMSE.

In summary, this paper makes the following con-
tributions:

• We propose W-ACL, to the best of our knowl-
edge, it is the first work that leverages label
information to determine the optimization di-
rection for positive and negative sample pairs.
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• We introduce BCL into the C-STS task as
auxiliary training, employing similarity score
labels to achieve a balance in optimizing con-
troversial negative samples.

• We conduct extensive experiments, showing
that our proposed CCL method achieves state-
of-the-art performance on the C-STS task
based on bi-encoder architecture.

2 Related work

2.1 Conditional Semantic Textual Similarity
The conditional Semantic Textual Similarity(C-
STS) task involves two sentences, a condition, and
a similarity score label. Conditions can be consid-
ered prompt templates for sentences (Asai et al.,
2023; Petroni et al., 2019; Jiang et al., 2020). Based
on different prompt templates, sentences exhibit
distinct representations. Deshpande et al. (2023)
have proposed three architectures: cross-encoder,
bi-encoder, and tri-encoder. Among these, the bi-
encoder architecture inputs a single sentence and
condition together into the encoder to obtain repre-
sentation, enabling the capture of rich contextual
information and leading to the best performance
among the three architectures. In the tri-encoder
architecture, the hypernetwork (Ha et al., 2017) is
introduced to project sentences into distinct sub-
spaces according to different conditions (Yoo et al.,
2024). Even the current large language models
(Achiam et al., 2023) struggle to perform well on
C-STS tasks (Deshpande et al., 2023). Therefore,
the C-STS task is still worth exploring.

2.2 Contrastive Learning
Contrastive learning has been widely applied in
various tasks (Liu and Chen, 2024; Wu et al., 2021;
Radford et al., 2021), excelling notably in represen-
tation learning (Chen et al., 2020; He et al., 2020;
Gao et al., 2021). In sentence representation learn-
ing, contrastive learning has successfully addressed
the issue of anisotropy (Ethayarajh, 2019; Li et al.,
2020a) in text representations output by pre-trained
models (Gao et al., 2021, 2019; Li et al., 2020b).
Existing contrastive learning methods have delved
deeply into three key components of contrastive
learning: the construction of positive samples (Wu
et al., 2022; Kim et al., 2021), the selection of neg-
ative samples (Miao et al., 2023), and the design
of loss functions (Chuang et al., 2022; Wang and
Dou, 2023; Liu et al., 2023). Other studies have
addressed issues such as tackling the problem of

false negative samples in unsupervised contrastive
learning (Zhou et al., 2022; Huynh et al., 2022;
Chuang et al., 2020) and devising strategies to con-
struct effective hard negative samples to enhance
contrastive learning frameworks (Kalantidis et al.,
2020; Robinson et al., 2021).

Our approach differs from the aforementioned
methods by employing precise similarity score la-
bels for contrastive losses in the C-STS task, en-
abling controlled optimization of positive and neg-
ative samples while balancing the influence of con-
troversial negatives.

3 The Proposed Method

3.1 Preliminaries

We investigate the problem of conditional seman-
tic text similarity, considering a batch of sam-
ples D = {dipos, dineg}Ni=1 , where N denotes the
number of samples in the batch. The dipos and
dineg are respectively composed of quadruplets
⟨si1, si2, cipos, lipos⟩ and ⟨si1, si2, cineg, lineg⟩. si1 and
si2 denote two distinct sentences, whereas cipos and
cineg signify two distinct conditions. lipos and lineg
measure the similarity scores for sentences si1 and
si2 under conditions cipos and cineg, respectively, en-
suring lipos ≥ lineg, as illustrated in Table 1. The
objective of the task is to feed sentences and con-
ditions into the model, assessing the similarity be-
tween the two sentences when controlled by the
conditions.

3.2 Conditional Contrastive Learning
Framework

The construction of the conditional contrastive
learning framework is based on bi-encoder and
tri-encoder architectures and is optimized by our
proposed loss function. The approach to obtain-
ing conditional similarity involves calculating the
cosine similarity between the representations of
conditional sentences.

similarity = cos(h1, h2), (2)

where h1 and h2 represent the conditional repre-
sentations of the two sentences, respectively.

3.2.1 Model structure
The model structure is based on two architectures:
the bi-encoder and the tri-encoder architectures.

The bi-encoder architecture is commonly used
in semantic similarity tasks (Wu et al., 2022;
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Reimers and Gurevych, 2019). According to Desh-
pande et al. (2023), we concatenate the sentence
with the condition and take the [CLS] output of
the model’s last layer as the conditional sentence
representation. The concatenation of sentence s1
with condition c and sentence s2 with condition c
are fed into the bi-encoder f . The cosine similarity
score between the conditional sentence representa-
tions h1 = f(s1, c) and h2 = f(s2, c), output by
the bi-encoder, is used as the final similarity score.

The tri-encoder architecture encodes sentences
and conditions independently, situating the feature
fusion process within the embedding space rather
than within the encoder. h1 = I(f(s1), f(c)) and
h2 = I(f(s2), f(c)) represent the calculation pro-
cess of conditional sentence representations. Here,
I denotes the feature fusion function, following
Deshpande et al. (2023), we simply employ the
Hadamard product.

3.2.2 Optimization objective
The conditional contrastive learning framework uti-
lizes our proposed Weighted Adaptive Contrastive
Loss(W-ACL) and Balanced Contrastive Loss
(BCL) for joint optimization with MSE loss.

lCCL =λ1lW-ACL + λ2lBCL

+ λ3lMSE + λ4lc-MSE,
(3)

where, λ1, λ2, λ3 and λ4 are hyperparameters used
to balance the training process. lMSE and lC-MSE
finely constrain similarity scores in the embedding
and contrastive learning spaces, respectively.

3.3 Weighted Adaptive Contrastive Loss
The W-ACL consists of two components: the For-
ward Directional Loss (FDL), which alleviates the
over-estimation issues associated with contrastive
learning, and the Reverse Direction Loss (RDL),
which effectively mitigates the waste of sample
information.

3.3.1 Forward Directional Loss
Considering the Quad loss (Deshpande et al.,
2023),

Quad(hpos1 , hpos2 , hneg1 , hneg2 ) =

max (λ+ cos(hneg1 , hneg2 )− cos(hpos1 , hpos2 ), 0) ,

(4)

where hneg1 = f(s1, cneg), hneg2 = f(s2, cneg),
hpos1 = f(s1, cpos), hpos2 = f(s2, cpos).
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pairs in 𝑙𝐵𝐶𝐿

General negative  
pairs in 𝑙𝐵𝐶𝐿

Figure 1: illustrating the construction of positive and
negative samples within the CCL framework.

Clearly, optimizing the Quad loss will increase
cos(hpos1 , hpos2 ) and decrease cos(hneg1 , hneg2 ).
Given the condition lpos ≥ lneg in the previously
mentioned dataset, the direction of Quad loss opti-
mization is correct.

When will the optimization stop? This depends
on the value of λ, which is set to 1 according to
Deshpande et al. (2023). Thus, optimization of
the Quad loss will cease when cos(hpos1 , hpos2 ) −
cos(hneg1 , hneg2 ) ≥ 1. If only based on the condi-
tion lpos ≥ lneg, this is undoubtedly correct. Con-
structing confident positive and negative samples is
sufficient, just like using contrastive loss in datasets
without explicit similarity scores (Chen et al., 2020;
Gao et al., 2021).

However, considering the semantic similarity
dataset, we can ascertain the specific similar-
ity values of lipos and lineg. Therefore, when
cos(hpos1 , hpos2 ) − cos(hneg1 , hneg2 ) > lpos − lneg,
the optimization objective of the loss function be-
comes inaccurate. According to the above, the
Quad loss can be truncated by using the values of
lpos and lneg as truncation factors to mask incorrect
gradients, resulting in the forward direction loss
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lFDL,

lFDL(h
pos
1 , hpos2 , hneg1 , hneg2 ) = max(lpos − lneg

+ cos(hneg1 , hneg2 )− cos(hpos1 , hpos2 ), 0).

(5)

3.3.2 Reverse Direction Loss
Although the truncation term in the above loss func-
tion can ensure the correctness of gradient informa-
tion, it wastes a portion of sample information.

Considering the condition cos(hpos1 , hpos2 ) −
cos(hneg1 , hneg2 ) > lpos − lneg, the loss function
lFDL takes the value of 0. In this situation, the
model does not receive gradient information. We
aim to utilize the gradient information of this
subset at this juncture; the optimization direc-
tion for these samples should decrease the co-
sine similarity of (hpos1 , hpos2 ) and increase the co-
sine similarity of (hneg1 , hneg2 ). When considering
cos(hpos1 , hpos2 ) − cos(hneg1 , hneg2 ) < lpos − lneg,
we face a problem similar to Quad loss: incorrect
gradient information. We add truncation factors to
ensure the correctness of the optimization direction
for positive and negative samples. Therefore, the
reverse direction loss lRDL is designed as follows,

lRDL(h
pos
1 , hpos2 , hneg1 , hneg2 ) = max(lneg − lpos

− cos(hneg1 , hneg2 ) + cos(hpos1 , hpos2 ), 0).

(6)

3.3.3 Weighted Adaptive Contrastive Loss
We define lACL by combining lFDL and lRDL,

lACL =lFDL(h
pos
1 , hpos2 , hneg1 , hneg2 )

+ lRDL(h
pos
1 , hpos2 , hneg1 , hneg2 ).

(7)

Considering that the truncation terms in the lFDL
and lRDL loss functions are both lipos − lineg, the
above loss function can be rewritten as,

lACL =|lpos − lneg+

cos(hneg1 , hneg2 )− cos(hpos1 , hpos2 )|.
(8)

Overall, lACL constructs positive and negative
samples based on the similarity of the same
sentence pair under different conditions. lACL
can control the optimization direction of positive
and negative samples to make cos(hneg1 , hneg2 ) −
cos(hpos1 , hpos2 ) approach lpos − lneg.

Furthermore, we can regard lpos − lneg as the
degree of difference between positive and negative
samples. A larger value of lpos − lneg indicates a

greater confidence in the positive and negative sam-
ples. Hence, we should assign greater optimization
weight to samples with significant differences. By
assigning different weights to samples with differ-
ent confidence levels based on lipos − lineg,

lW-ACL =(lpos − lneg) · |lpos − lneg+

cos(hneg1 , hneg2 )− cos(hpos1 , hpos2 )|.
(9)

3.4 Balanced Contrastive Loss

3.4.1 Definition of BCL
Many studies have demonstrated the efficacy of
contrastive learning in sentence representation
(Gao et al., 2021; Wu et al., 2022; Wang and Dou,
2023). However, the exploration of contrastive
learning in conditional sentence representation re-
mains insufficient. The critical step in contrastive
learning is the creation of positive and negative
samples. A straightforward construction strategy is
to set hpos1 and hpos2 as positive sample pairs. How-
ever, this confronts the same issue as previously
discussed, wherein the positive samples are not
guaranteed to be sufficiently positive samples, that
is, ∃lipos < 1.

Therefore, we utilize augmented samples of the
same sentences under the same conditions as pos-
itive samples and different sentences under dis-
tinct conditions as negative samples to construct
positive-negative sample pairs, as illustrated in Fig-
ure 1. The loss function is formulated as follows,

lBCL = −log
N∑
i=1

ecosi,i/τ

ecosi,i/τ +
∑N

j=1 α · ecosi,j/τ
,

(10)

where τ represents the temperature coefficient,
cosi,i = cos

(
g
(
f
(
si1, c

i
))

, g
(
f

′ (
si1, c

i
)))

and

cosi,j = cos
(
g
(
f
(
si1, c

i
))

, g
(
f
(
sj2, c

j
)))

rep-
resent the cosine similarity between positive and
negative samples, respectively. f

(
si1, c

i
)

and
f

′ (
si1, c

i
)

denote the representations obtained for
the same sentence and condition by the encoder
with dropout (Srivastava et al., 2014), and therefore
can be regarded as sufficiently confident positive
samples (Gao et al., 2021). When i ̸= j, the rep-
resentations f

(
si1, c

i
)

and f
(
sj2, c

j
)

denote two
distinct sentences under different conditions. When
i = j, there may be hard negative or false negative
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Encoding Model lr. τ σ

Bi-encoder

RoBERTabase 3e-5 10 0.5
RoBERTalarge 1e-5 3 0.5
DiffCSEbase 3e-5 8 1
SimCSEbase 3e-5 3 0.75
SimCSElarge 1e-5 4 0.25

Tri-encoder

RoBERTabase 3e-5 5 0.5
RoBERTalarge 1e-5 8 1
DiffCSEbase 3e-5 9 0.75
SimCSEbase 3e-5 7 1
SimCSElarge 1e-5 7 0.5

Table 2: Optimal hyperparameters of the model on the
C-STS validation dataset.

samples. Thus, we weight the negative samples
based on the human labels.

α =


0 i = j, l ≥ σ
1 i ̸= j

1− l i = j, l < σ
(11)

3.4.2 Analysis of BCL
We analyze the role of weight terms in BCL from
the perspective of gradients. According to Wang
and Liu (2021), we analyze the impact of weight
similarly. The BCL considering only one pair of
positive samples is as follows,

lBCL (xi) = −log
ecosi,i/τ

ecosi,i/τ +
∑N

j=1 α · ecosi,j/τ
.

(12)
We calculate the gradients of lBCL for positive

sample similarity cosi,i and negative sample simi-
larity cosi,j , respectively,

∂lBCL (xi)

∂cosii
= −1

τ
·

∑N
j=1 α · ecosi,j/τ

ecosi,i/τ +
∑N

j=1 α · ecosi,j/τ
,

(13)
∂lBCL (xi)

∂cosij
=

1

τ
· α · ecosi,j/τ

ecosi,i/τ +
∑N

j=1 α · ecosi,j/τ
,

(14)
After adding weight terms, we can still obtain

that the gradient of positive samples is equal to the
sum of the gradients of all negative samples (Wang
and Liu, 2021), that is,

N∑
j=1

∣∣∣∣∂lBCL (xi)

∂cosij

∣∣∣∣/ ∣∣∣∣∂lBCL (xi)

∂cosii

∣∣∣∣ = 1 (15)

The gradient can be regarded as the degree of
optimization, and σ controls the degree of opti-
mization for different negative samples. We divide

Encoding Model Spear. ↑

LLM†

FLan-T5XXL 30.6
Tk-Instruct11B 21.9
GPT-3.5 16.6
GPT-4 43.6

Bi-encoder‡

(QuMSE)

RoBERTabase 28.1
RoBERTalarge 27.4
DiffCSEbase 43.4
SimCSEbase 44.8
SimCSElarge 47.5

Bi-encoder‡

(CCL)

RoBERTabase 43.8(+15.7)

RoBERTalarge 46.3(+18.9)

DiffCSEbase 45.3(+1.9)

SimCSEbase 46.8(+2.0)

SimCSElarge 48.1(+0.6)

Tri-encoder‡

(QuMSE)

RoBERTabase 28.0
RoBERTalarge 20.3
DiffCSEbase 28.9
SimCSEbase 31.5
SimCSElarge 35.3

Tri-encoder‡

(CCL)

RoBERTabase 31.4(+3.4)

RoBERTalarge 30.3(+10.0)

DiffCSEbase 33.4(+4.5)

SimCSEbase 34.6(+3.1)

SimCSElarge 35.6(+0.3)

Table 3: We report the Spearman correlation of the
model on the test split. Models with † indicate that we
directly report the scores from Deshpande et al. (2023),
while models with ‡ indicate models with conditional
contrastive learning framework. Bold font indicates the
optimal results.

negative samples into three categories for process-
ing: false negative samples, hard negative samples,
and general negative samples, as shown in Eq 11.

For false negative samples (satisfying i = j, l ≥
σ), we exclude them from the optimization objec-
tive, that is, ∂lBCL(xi)

∂cosij
= 0. Since general negative

samples (satisfying i ̸= j) are different sentences
under different conditions, we unify their optimiza-
tion strength to 1. For different sentences under the
same conditions, their similarity should be lower
than that of the same sentence under the same con-
ditions, so they are treated as hard negative samples.
The more similar the sample pairs, the smaller the
optimization strength should be to ensure that the
similarity of hard negative samples is between pos-
itive samples and general negative samples. There-
fore, it is set to a value 1− l that is closely related
to the label information.
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Encoding Model Spear. ↑

Bi-encoder
(CCL)

RoBERTabase 45.8
w/o lW-ACL 42.9
w/o lBCL 43.1
w/o lMSE 44.8
w/o lC-MSE 43.7

Bi-encoder
(CCL)

SimCSEbase 46.9
w/o lW-ACL 44.3
w/o lBCL 46.3
w/o lMSE 45.8
w/o lC-MSE 46.6

Tri-encoder
(CCL)

RoBERTabase 31.4
w/o lW-ACL 22.3
w/o lBCL 29.3
w/o lMSE 21.8
w/o lC-MSE 28.0

Tri-encoder
(CCL)

SimCSEbase 34.8
w/o lW-ACL 30.8
w/o lBCL 33.9
w/o lMSE 32.9
w/o lC-MSE 35.4

Table 4: Ablation study on loss functions in the con-
ditional contrastive learning framework (CCL), with
results obtained on the validation data. We use w/o
as the representation of without. We display the best
results in bold.

4 Experiment

4.1 Settings

All experiments are conducted on one NVIDIA
TITAN RTX GPU. The optimal hyperparameters of
the model are presented in Table 2. We simply set
the balancing factors in Equation 3, λ1, λ2, λ3, λ4,
to 1, ensuring that each loss function has an equal
infuence. According to Gao et al. (2021), we set
the random seeds for all experiments to 42. After
each epoch of training is completed, the model’s
performance is validated on the validation set. We
save the model with the best performance on the
validation set as the final result. Further training
details can be found in Appendix A.

4.2 Baselines and Basic Models

We compare our proposed conditional contrastive
learning framework CCL with the current method
QuMSE (Deshpande et al., 2023) by applying them
on five models across bi- and tri-encoder architec-
tures, including RoBERTabase (Zhuang et al., 2021),
RoBERTalarge (Zhuang et al., 2021), as well as
SimCSEbase (Gao et al., 2021), SimCSElarge (Gao

Encoding Model σ Spear. ↑

Bi-encoder
(CCL)

RoBERTabase

0 44.3
0.25 45.4
0.5 45.8
0.75 44.8
1 44.7

Bi-encoder
(CCL)

SimCSEbase

0 46.0
0.25 45.8
0.5 46.4
0.75 46.9
1 46.3

Tri-encoder
(CCL)

RoBERTabase

0 27.9
0.25 27.7
0.5 31.4
0.75 27.1
1 26.2

Tri-encoder
(CCL)

SimCSEbase

0 34.5
0.25 33.6
0.5 34.5
0.75 34.1

1 34.8

Table 5: Analysis of different handling approaches for
controversial negative samples. We evaluate the impact
of different σ values in CCL on C-STS validation data.
The results in bold are the best.

et al., 2021) and DiffCSEbase (Chuang et al., 2022)
models. We also conducted comparisons with cur-
rent large models, including Flan-T5 (Chung et al.,
2024), Tk-INSTRUCT (Wang et al., 2022), GPT-
3.5 (OpenAI, 2022), and GPT-4 (Achiam et al.,
2023).

We follow (Deshpande et al., 2023) by employ-
ing Spearman correlation and Pearson correlation
as the evaluation metrics, and the larger score
means the higher performance. The Spearman re-
sults are reported in the main body of the paper and
the Pearson results are included in the Appendix.

4.3 Main Results

The main results on the C-STS dataset are summa-
rized in Table 3. CCL outperforms QuMSE when
applied on all the models, it achieves the SOTA
performance on the bi-encoder architecture and
demonstrates the broad applicability.

CCL achieves absolute improvements over
QuMSE by 15.7 and 18.9 points on RoBERTabase
and RoBERTalarge models based on the bi-encoder
architecture. On SimCSEbase and DiffCSEbase that
have been fine-tuned by contrastive learning, CCL
achieves improvements of more than one point.
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CCL achieves the best result on SimCSElarge
based on the bi-encoder architecture, yielding the
Spearman correlation of 48.1. This score sur-
passes the best large language model, GPT-4, by
4.7 points.

4.4 Ablation Study
To investigate the impact of different losses in CCL,
we conduct a set of ablation studies by removing
lW-ACL, lBCL, lMSE and lC-MSE from Equation 3. We
conduct ablation experiments on two typical mod-
els, RoBERTabase and SimCSEbase across the bi-
and tri-encoder architectures.

Table 4 presents the influence of each loss func-
tion on conditional semantic representations. Re-
moving lW-ACL or lBCL from the conditional con-
trastive learning framework (CCL) can decrease
the model’s performance on the C-STS validation
set. This is because that lW-ACL and lBCL construct
positive and negative samples from different per-
spectives, and can promote the model to generate
sentence embeddings that fully consider the similar-
ity difference between samples from a complemen-
tary perspective. This explains why the model’s
performance declines when one of the contrastive
losses is removed.

The RoBERTa model can achieve higher bene-
fits from the two MSE losses. However, for the
SimCSE model, the benefits obtained from lC-MSE
are minimal or even detrimental. This may be at-
tributed to the fact that SimCSE has already been
fine-tuned by contrastive learning and possesses
strong representational capabilities, thereby elim-
inating the necessity for further constraining the
model within the contrastive space. We present the
ablation results on the Pearson correlation coeffi-
cient in Appendix C.2.

4.5 Hyperparameter study
4.5.1 Controversial negative samples
Table 5 demonstrates the impact of different treat-
ments for false negative samples and hard negative
samples in the CCL framework. We can find that
the optimal effect cannot be achieved without con-
troversial negative samples (σ = 0). All the mod-
els achieve optimal performance by eliminating
false negative samples and weighting hard negative
samples based on the ground truth (σ ̸= 0). The
model benefits from an appropriate σ to strike a
reasonable balance between false and hard nega-
tive samples. In Appendix C.3, we illustrate the
influence of σ on the Pearson correlation of CCL.

Figure 2: Analysis of temperature coefficient τ in lBCL.

4.5.2 Temperature Coefficient
We analyze the influence of temperature coefficient
in lBCL and find that the model based on bi-encoder
architecture has a certain robustness to tempera-
ture coefficient for Spearman correlation, which
remains at a high level, as shown in Figure 2. For
the Roberta model based on tri-encoder architec-
ture, the model’s performance fluctuates signifi-
cantly with the temperature coefficient. This may
be attributed to the inherent limitations of Roberta’s
representation space and the fact that the Hadamard
product is not an effective feature fusion strategy.
Pearson’s results are detailed in Appendix C.4

5 Conclusion

In this paper, we have proposed a conditional con-
trastive learning framework (CCL) for the C-STS
task, which encompasses four loss functions, in-
cluding two traditional losses MSE and C-MSE,
and two novel losses W-ACL and BCL specially
designed for the conditional semantic text similar-
ity task. W-ACL and BCL are constructed from
two complementary perspectives to define positive
and negative samples, enabling adaptive selection
of the optimization direction for positive and neg-
ative samples while also balancing the influence
of controversial negative samples. The proposed
framework achieves state-of-the-art performance
across five basic models.

6 Limitations

The current limitation of our work lies in the ab-
sence of more datasets to validate it. We encourage
more scholars to join this field to enhance the qual-
ity of conditional text representation and further
explore fine-grained representation learning within
natural language processing.
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A Statistical analysis for over-estimation
issue

Due to the relative nature of similarity scores, we
define samples with significant over-estimation as
follows,{

cos (hpos1 , hpos2 )− lpos > 0.25
lneg − cos (hneg1 , hneg2 ) > 0

, (16)

{
lneg − cos (hpos1 , hpos2 ) > 0.25
cos (hpos1 , hpos2 )− lpos > 0

. (17)

Samples that satisfy either Equation 16 or Equa-
tion 17 may be considered to exhibit issues of over-
estimation.

Based on the bi-encoder architecture, we con-
duct a statistical analysis of the results from the
SimCSEbase model trained using QuMSE and CCL
separately. The results on the C-STS validation set
indicate that the number of over-estimation sam-
ples for QuMSE is 134, while for CCL, it is only 46.
Our method reduces the number of over-estimation

Model ep. bs. ga. wd.
RoBERTabase 10 16 4 0.1
RoBERTalarge 10 16 4 0.1
DiffCSEbase 5 16 4 0.1
SimCSEbase 5 16 4 0.1
SimCSElarge 5 16 4 0.1

Table 6: Additional hyperparameters of the CCL. The
abbreviations ep., bs., ga., and wd. represent epoch,
batch size, gradient accumulation and weight decay,
respectively.

samples by over fifty percent, thereby providing
evidence for the effectiveness of our approach.

Encoding Model Pears.

Bi-encoder‡

(QuMSE)

RoBERTabase 22.3
RoBERTalarge 21.3
DiffCSEbase 43.5
SimCSEbase 44.9
SimCSElarge 47.6

Bi-encoder‡

(CCL)

RoBERTabase 43.1(+20.8)

RoBERTalarge 45.3(+24)

DiffCSEbase 44.8(+1.3)

SimCSEbase 46.3(+1.4)

SimCSElarge 47.7(+0.1)

Tri-encoder‡

(QuMSE)

RoBERTabase 25.2
RoBERTalarge 18.9
DiffCSEbase 27.8
SimCSEbase 31.0
SimCSElarge 35.6

Tri-encoder‡

(CCL)

RoBERTabase 31.0(+5.8)

RoBERTalarge 29.0(+10.1)

DiffCSEbase 33.6(+5.8)

SimCSEbase 35.0(+4.0)

SimCSElarge 36.1(+0.5)

Table 7: We report the Pearson correlation of the model
on the C-STS test split. Models with † indicate that we
directly report the scores from (Deshpande et al., 2023),
while models with ‡ indicate models with conditional
contrastive framework. Bold font indicates the optimal
results.

B More training details for CCL

Table 6 describes the additional hyperparameters
required in CCL. We utilize the same hyperparam-
eter values for both the bi-encoder and tri-encoder
architectures.
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Encoding Model Pears.

Bi-encoder
(CCL)

RoBERTabase 44.3
w/o lW-ACL 41.7
w/o lBCL 41.6
w/o lMSE 43.7
w/o lC-MSE 42.3

Bi-encoder
(CCL)

SimCSEbase 46.3
w/o lW-ACL 44.1
w/o lBCL 45.9
w/o lMSE 45.1
w/o lC-MSE 45.8

Tri-encoder
(CCL)

RoBERTabase 30.7
w/o lW-ACL 21.5
w/o lBCL 27.7
w/o lMSE 14.6
w/o lC-MSE 26.5

Tri-encoder
(CCL)

SimCSEbase 34.5
w/o lW-ACL 32.1
w/o lBCL 33.6
w/o lMSE 32.6
w/o lC-MSE 35.1

Table 8: Ablation study on loss functions in the condi-
tional contrastive learning framework.

Encoding Model σ Pears.

Bi-encoder
(CCL)

RoBERTabase

0 42.9
0.25 44.4
0.5 44.3
0.75 43.3
1 43.4

Bi-encoder
(CCL)

SimCSEbase

0 45.5
0.25 45.2
0.5 45.9
0.75 46.3
1 45.7

Tri-encoder
(CCL)

RoBERTabase

0 26.8
0.25 25.8
0.5 30.7
0.75 24.7
1 23.7

Tri-encoder
(CCL)

SimCSEbase

0 34.2
0.25 32.9
0.5 34.6
0.75 34.3
1 34.5

Table 9: Analysis of different handling approaches for
controversial negative samples.

Figure 3: Analysis of temperature coefficient τ in lBCL.

C Further experimental analysis.

C.1 The Pearson correlation for main results

Table 7 shows the main results of the CCL frame-
work for the Pearson correlation on the C-STS test
split. Our proposed CCL framework also demon-
strates a significant improvement in the Pearson
correlation compared to QuMSE (Deshpande et al.,
2023), achieving an enhancement of over 20 points
on the Roberta model based on the bi-encoder ar-
chitecture, thereby highlighting the effectiveness
of our approach.

C.2 The Pearson correlation for ablation
studies

We show the impact of each component of the
CCL framework in Table 8. Consistent with the
Spearman correlation, removing any of the con-
trastive learning losses (lW-ACL and lBCL) from the
CCL framework leads to a decline in model per-
formance. Likewise, the SimCSE model derives
minimal benefit from lC-MSE and may even be ad-
versely affected.

C.3 The Pearson correlation for controversial
negative samples

Table 9 displays the Pearson correlation for various
cut-off values of controversial negative samples.
lBCL achieves optimal performance by utilizing a
suitably defined parameter σ, thereby establish-
ing an effective equilibrium between false negative
samples and hard negative samples.

C.4 The Pearson correlation for temperature
coefficient

Figure 3 illustrates the Pearson correlation of the
model for different temperature coefficients. As
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with the Spearman correlation, the models are in-
sensitive to the temperature coefficients, and the
Pearson correlations are maintained at a high level,
except for the SimCSE model based on the tri-
encoder architecture.
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