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Abstract

This paper explores whether language models
can effectively resolve the complex binding
patterns of the Mandarin Chinese reflexive ziji,
which are constrained by both syntactic and
semantic factors. We construct a dataset of
240 synthetic sentences using templates and
examples from syntactic literature, along with
320 natural sentences from the BCC corpus.
Evaluating 21 language models against this
dataset and comparing their performance to
judgments from native Mandarin speakers, we
find that none of the models consistently repli-
cates human-like judgments. The results indi-
cate that existing language models tend to rely
heavily on sequential cues, though not always
favoring the closest strings, and often overlook-
ing subtle semantic and syntactic constraints.
They tend to be more sensitive to noun-related
than verb-related semantics.

1 Introduction

Binding is a specific type of co-indexation that
“lies at the very heart and soul of human language”
(Abbott, 2010). In a sentence, if a noun phrase NPy
binds another noun phrase NPy , it indicates that
both refer to the same entity (Carnie, 2021). In
such cases, a pronoun or reflexive that refers back
to an NP is called an anaphor, and the NP it refers
to is termed the antecedent.

The impressive performance of Pretrained Lan-
guage Models (PLMs) in various NLP tasks has
raised an important question: Do these models
inherently acquire abstract linguistic knowl-
edge solely from their training on sequences of
strings? To investigate this, many researchers treat
language models as psycholinguistic objects. By
designing minimal pairs and analyzing the proba-
bilistic outputs from these models, they assess the
models’ preferences in linguistic judgments. Nu-

!Code and data are accessible via https://github.com/
xiulinyang/zh-reflexive
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Jack be Mary home write self POSS homework .
Jack is writing his homework at Mary's home.

2. A% AE B EOKE SIS

Jack know  Mary  be show-off self
Jack knows that Mary is showing off herself.

3OAE ME BW, & % B -

Jack know  Mary be wait self
Jack knows that Mary is waiting for him.

Figure 1: Examples of binding, the words highlighted
in the same color are co-indexed.

merous studies have explored linguistic patterns
across different levels using minimal pairs, such
as syntax (e.g., Wilcox et al., 2018; Linzen and
Baroni, 2021; de Dios-Flores et al., 2023), seman-
tics (e.g., Zhang et al., 2023), and pragmatics (e.g.,
Davis, 2022). A few have examined the binding
phenomenon in English, such as Reflexive Anaphor
Licensing (Hu et al., 2020; Warstadt et al., 2020;
Lee and Schuster, 2022; Marvin and Linzen, 2018)
and the constraints of Principle B in Binding The-
ory (Davis, 2022). There has also been work on
binding in Chinese (Xiang et al., 2021; Song et al.,
2022), but these studies typically focus on simple
cases like gender/number agreement in local bind-
ing of complex reflexive ta-ziji (himself/herself).
However, binding in Chinese reflexives, partic-
ularly with the bare form ziji, involves more than
just gender agreement — it is governed by intri-
cate syntactic, semantic, and pragmatic constraints
(see accounts from Pan (1998); Pan and Hu (2003);
Lam (2021)). Chomsky’s Binding Theory (Chom-
sky, 1993), especially Principle A, explains English
reflexives but fails to generalize to long-distance re-
flexives like ziji in Mandarin and others? (see 2.1).
As shown in Figure 1, different syntactic structures

2e.g., zibun in Japanese and kaki in Teochew (Cole et al.,
2000).
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and verb types can lead to varied readings.

This study aims to investigate how language
models handle the nuanced syntactic and semantic
constraints in the complex binding patterns of the
reflexive ziji in Mandarin Chinese. Specifically, we
seek to answer the following research questions:

» Can language models accurately process the
intricate binding patterns of ziji as humans
do?

* What factors contribute to the alignment or
discrepancy between human judgments and
the predictions made by these models?

We examine various language models, includ-
ing monolingual, multilingual, masked language
models, and autoregressive models, using both syn-
thetic and natural datasets.

Our findings indicate that most models can
predict some linguistic constraints but primarily
rely on linear preferences rather than fully grasp-
ing syntax or semantics. Interestingly, not all
models prefer binders closer to ziji; for instance,
bert-base-chinese favors long-distance binders.
Furthermore, our experiments show that the mod-
els are better at noun-related semantics than verb-
related ones.

Our key contributions are as follows: (1) We in-
troduce a unique dataset comprising both synthetic
and natural examples, along with human evaluation.
To our knowledge, this is the first study to publicly
provide human judgments and data in exploring the
long-distance binding of ziji; (2) we conduct one
of the first comprehensive evaluations of multiple
language models on the syntax-semantics interface
in Chinese, revealing their limitations and investi-
gating the underlying factors contributing to these
shortcomings.

2 Background & Related Work

2.1 Chinese Reflexive ziji

Chinese reflexive ziji has been extensively studied
for decades due to its exceptional behaviors vio-
lating Principle A in the classic Binding Theory
(Chomsky, 1993). According to Principle A, an
anaphor must be bound within its governing cate-
gory, typically the clause in which it appears. For
example, in the sentence shown in Example (1),
the reflexive ziji can only refer to the subject Mary,
following a pattern known as local binding.

(1) B HE ag -
Mary; xiangxin ziji;
Mary trust self

Mary trusted herself.

However, ziji exhibits more complex behaviors

beyond local binding. Its interpretation is governed
by a range of syntactic and semantic constraints
that have been extensively documented in the lit-
erature (e.g., Tang, 1989; Huang and Tang, 1991;
Pan, 2000; Charnavel and Huang, 2018; Lam, 2021;
Charnavel and Huang, 2018). These complexities
make ziji a particularly intriguing case for study-
ing reflexive binding patterns. In this research, we
focus on several of these.
Long-distance Binding The antecedent can be
bound remotely by the matrix subject in a complex
clause (Liejiong, 1993; Huang and Tang, 1991;
Tang, 1989). For example, in (2), ziji can refer to
either the antecedent within the subordinate clause
(Mary) or beyond the clause (Jack).

(2) 7T K5 ESEE; FE By
Jack; zhidao Mary; xiangxin zijiy;
Jack knew Mary trust self

Jack knew that Mary trusted herself/him.

Blocking Effect In a complex clause, when the
first/second person pronoun is inserted between
the long-distance binder and reflexive, the long-
distance binding is blocked or not allowed (Pan,
2000). Different from (2), in (3), ziji instead can
only refer to the first person / but not Jack.

(3)  INFLFETGHR(E H gy -
Jack; zhidao wo; xiangxin zijixy;

Jack knew 1 trust self

Jack knew that I trusted myself.

Animacy Effect The antecedent of ziji must be
animate (Tang, 1989). In sentence (4), although
syntax allows both local binding and long-distance
binding, the inanimacy of the subordinate subject
makes the local binding impossible.?

@) AT BUXAB IR T B Dy
Jack; shuo zhe ben shu; gqipian le  Zzijij
Jack say this CLS book deceive ASP self

Jack said that this book deceived him.

3Recent studies (e.g., Charnavel and Huang, 2018; Lam,
2021) have challenged the Animacy Effect assumption, but
the counter-examples they provide are only limited to specific
constructions which do not overlap with those used in our
experiments.

3809



Subject Orientation Only the subject or part of
the subject (e.g., possessor) can be a possible an-
tecedent of ziji (Tang, 1989; Lam, 2021). For ex-
ample, in (5), only 7T Jack can be the antecedent
of ziji because it is the only subject in the clause.
The other pronoun 1] (her) is the indirect object of
the verb &i)¥ (tell).

(5) AT RN E ey MO
Jack; gaosu taj zijiyx de chengji
Jack tell  her self DE grade

Jack told her his grade.

Verb Orientation Studies have also found that
in complex sentences, the meaning of subordinate
predicates might disambiguate the possible read-
ings of ziji (Qiu, 2015; Schumacher et al., 2011).
For instance, the following two examples share the
same syntactic structures but have different read-
ings because of the semantics of the subordinate
predicate. For (6a), the flatterer typically flatters
someone else rather than themselves. By contrast,
in (6b), one can only reflect on their own mind, not
others.

(6) a. NFLUHHE;EE T B -
Jack; shuo Mary; bajie le  zijiys
Jack say Mary flatter ASP self

Jack said that Mary flattered him.

b, NFLUEIENG A T B Sy o
Jack; shuo Mary; fanxing le  zijixy;
Jack say Mary reflect.on ASP self

Jack said that Mary reflected on herself.

2.2 Probing Linguistic Knowledge in
Language Models

To examine linguistic knowledge in language mod-
els, many studies have explored syntactic and se-
mantic structures such as subject-verb agreement
(Marvin and Linzen, 2018), Negative Polarity Items
(Jumelet et al., 2021), and long-distance dependen-
cies (Marvin and Linzen, 2018) across languages
(Xiang et al., 2021; de Dios-Flores et al., 2023).
Findings show that while models produce syntac-
tically correct output, their performance may be
biased by dependency distance or token frequency
(Newman et al., 2021; Wei et al., 2021).

Probing methods in NLP serve as crucial tools
for deciphering the intricate workings of language
models. These methods range from probing tasks,
which assess the model’s grasp on linguistic prop-
erties through external classifiers (e.g., Wu and

Dredze, 2019; Levy and Goldberg, 2014; Tenney
et al., 2019; Kulmizev et al., 2020), to attention an-
alysis (Voita et al., 2019), aimed at understanding
focus patterns within the network. Further, many
studies employ concepts from Information Theory
such as perplexity and surprisal to investigate the
linguistic behaviors of language models by tak-
ing them as psycholinguistic objects (Futrell et al.,
2019; Wilcox et al., 2023; Oh et al., 2022). Re-
cently, as more LLMs shift towards closed-source,
researchers have turned to prompting techniques
to explore their knowledge (Katzir, 2023; Am-
bridge and Blything, 2024; Lamprinidis, 2023;
Dentella et al., 2023). In our study, we employ
the perplexity-based method for open-source mod-
els and prompting for closed-source models.

Most research on language models has focused
on languages whose case and agreement systems
facilitate controlled experiments (de Dios-Flores
et al.,, 2023). In contrast, less focus has been
given to the syntax-semantics interface in mor-
phologically poor languages like Mandarin Chi-
nese. de Dios-Flores et al. (2023) found that lan-
guage models often mispredict anaphora resolu-
tion in Spanish and Galician when antecedents and
anaphors are distantly placed. Similar trends have
been observed in English studies (Lee and Schuster,
2022). While some research has examined Chinese
linguistic knowledge in models like BERT, it has
mainly addressed syntax (Zheng and Liu, 2023;
Kulmizev et al., 2020; Xiang et al., 2021), leaving
the syntax-semantics interface largely unexplored.
Our study aims to fill this gap by investigating the
binding of ziji in Mandarin Chinese.

3 Data

To address potential discrepancies between syn-
thetic and natural data used for training language
models, we develop two distinct datasets: one gen-
erated automatically via a script or hand-crafted
by linguists, and the other collected from the BCC
corpus4 (Xun et al., 2016).

3.1 Synthetic Data

To create synthetic data, we choose the syntac-
tic structure consistent with most psycholinguis-
tic studies on long-distance binding of ziji (e.g.,
Schumacher et al., 2011; Li and Kaiser, 2009), i.e.,
NP, +Vi + NP, +V, +ziji. This structure is used
to test all constraints except for Subject Orien-

4ht’cps: //bcc.blcu.edu.cn/
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Binding Pattern | Constraint | Categories | Example | Gold Binding
. I A FE B g -
mbiguous . Fem pronoun first | She;  knows  that  hem  trusts Ambiguous
Long distance Syntax&Semantics hiniselﬁn/herf.
binding (AMB
LD) . .
ﬁﬂm%ﬂ]ﬁi@fﬁﬂTﬁ H Em/f °
Masc pronoun first | He,;,  knows — that  shey  trusts Ambiguous
herselff/himm.
Bl RE b AERR T H O
Verb  Orienta- . Reflexive Shes knows that hem is reflecting on Local
tion (VO) Semantics himselfy.
. g
No-reflexive o S R E Cm * L Remote
He,, knows that shef is escaping himyy,.
7 J k==
Subject Orienta- Svntax Fem pronoun first Z,%f’” ﬂﬁmiﬁﬂ: Ehafm:ﬁb " Remote
tion (SO) y ey gave himy hery own book.
e J ==
Masc pronoun first fm2Ehl R T E P Remote
Hey, gave herf hism, own book.
Blocking Effect - R 15 B
(BE) Syntax&Semantics NA Shef knows that I, trust myself,. Local
. U,
Animacy Effect Semantics NA i B EE R T H O Remote
(AE) Shef knows that the letter; exposes herf.

Table 1: Binding patterns and their corresponding examples. Among the subscript following NPs, m refers to third
person masculine pronoun, f refers to third person feminine pronoun, w refers to the first-person pronoun, ¢ refers to
the third person inanimate pronoun. Remote means the antecedent is linearly farther away than the incorrect binder
or distractor, not strictly long-distance binding explained in 2.1.

tation. Given the focus of our experiments, we
specifically varied NP;, NP, Vi, and V,. Due to
the absence of morphological inflections in Chi-
nese to mark agreement between antecedents and
anaphors, we limited our selection of NP;s to four
single-character pronouns with different semantic
features: il (he/him), it (she/her), T (I/me), and
(i)

V1 is always a statement/attitude verb. Regarding
the choice of V,, we leveraged the comprehensive
analysis by Qiu (2015), who examined how the
semantic properties of verbs influence the binding
of ziji. After reviewing the Chinese Verb Usage
Dictionary, Qiu (2015) categorized verbs into three
main types: non-reflexive verbs, which inhibit lo-
cal binding of ziji (e.g., sentence (6a)); reflexive
verbs, which prevent long-distance binding of ziji
(e.g., sentence (6b)); and bidirectional verbs, which
allow ambiguous interpretations of ziji (e.g., sen-
tence (2)). We select a random subset of verbs from
the former two categories in our study to build sen-

tence pairs for Verb Orientation tests.

Regarding the Subject Orientation constraint, we
utilize the following two syntactic structures: NP; +
Vi + NP +ziji+ de + NP3, where V] is a ditransitive
verb, NP, is the indirect object, and ziji serves as
the possessor of the entire direct object phrase (i.e.,
ziji de NP3 (one’s own NP;)); and NP, + PP+ V| +
ziji+de+ NP3, where a distractor noun is inserted
into the PP. In both cases, ziji can only be bound
by NPy.

As for the Blocking Effect, psycholinguistic
studies have noted that this constraint is not ab-
solute (Lyu and Kaiser, 2021). To minimize po-
tential biases arising from our templates or verb
selection, we supplemented our dataset with 40
sentences from existing literature (Li, 2023; Shuai
et al., 2013; Pan, 2000; Schumacher et al., 2011;
Huang, 2002; Chen, 2009; Liu, 2010; Yang and
Wu, 2015; Cole and Sung, 1994).

Additionally, by replacing the first-person pro-
noun in sentences from the Blocking Effect cate-
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gory, we design 40 sentence pairs with the third-
person pronoun to allow ambiguous binding and
test language models’ structural bias as a baseline.
We aim to assess which binding — local or long-
distance — language models/humans prefer when
both are acceptable.

Overall, our experimental dataset comprises 240
sentences, with each category containing 40 exam-
ples. The linguistic patterns, example sentences,
and correct binding are detailed in Table 1.

3.2 In-Context Minimal Pairs

We design the synthetic dataset to test the reading
of ziji. However, we cannot get who ziji refers
to simply from the sequence because ziji itself
does not have any morphological cue to indicate
its binder. To address this, we develop a method
we call in-context minimal pairs. We embed the
target sentence in a structure like: If [TARGET
SENTENCE], then [INTERPRETATION OF TAR-
GET SENTENCE]. In the second clause, the se-
mantic feature of the binder is made explicit by
using pronouns or complex reflexive (e.g., ta-ziji
himself). This approach allows us to test language
models’ preferred reading in a more natural context.
For instance, sentence (2) can be reformulated into
the following minimal pair. (7a) suggests a local
binding of ziji, while (7b) suggests a long-distance
binding. The minimal pair examples for different
binding patterns are detailed in Appendix A.

(7) a. ZZD% Z'Sﬁl %ﬂiﬁ Igmj 7|‘E1§ Q Ei/j, %K/A IQJ
(IR ER IS

if Jack; zhidao Mary; xiangxin zijiy, namo
if Jack knew Mary trust self, then
Mary xiangxin taziji

Mary trust herself.

If Jack knew that Mary trusted herself/him, then
Mary trusted herself.

b A AT AE EE A BTy, W4

(RIS
If Jack; zhidao Mary; xiangxin zijiy;, namo
if Jack knew Mary trust self, then

Mary xiangxin ta.
Mary trust him

Jack knew that Mary trusted herself/him, then
Mary trusted him.

3.3 Natural Data

Since previous research has indicated that language
models significantly underperform humans on re-
flexive binding tasks (Song et al., 2022), we aim to

Model #Params  Training Data Size
bert-base-chinese (Devlin et al., 2019) 110M 300G
chinese-lert-base (Cui et al., 2022a) 102M 20GB
chinese-lert-large (Cui et al., 2022a) 325M 20GB
chinese-pert-base (Cui et al., 2022b) 102M 20GB
chinese-pert-large (Cui et al., 2022b) 325M 20GB
mengzi-bert-base (Zhang et al., 2021b) 103M 300G
mengzi-bert-base-fin (Zhang et al., 2021b) 103M 320G
ernie-1.0-base-zh (Sun et al., 2019) 110M 173M sent.
mBERT (Devlin et al., 2019) 110M -
XLM-R-base (Conneau et al., 2019) 125M 2.5TB
XLM-R-large (Conneau et al., 2019) 355M 2.5TB
mt5-small(Xue et al., 2020) 300M 0.5TB
mt5-large (Xue et al., 2020) 1.2B 1TB
GPT2 (Zhao et al., 2019) 117M 14GB
GPT2-medium (Zhao et al., 2019) 345M 14GB
GPT2-large (Zhao et al., 2019) 762M 14GB
GPT2-xlarge (Zhao et al., 2023) 1.5B 14GB
GLM-4-9b-chat (GLM et al., 2024) 9B -
CPM-Generate (Zhang et al., 2021a) 2.6B 100GB
GPT-3.5 (OpenAl, 2023) NA NA
GPT-40 (OpenAl et al., 2023) NA NA

Table 2: Overview of the models used in the experi-
ments, categorized by architecture: encoder-only mod-
els, encoder-decoder models, and decoder-only models.
The table also includes the corresponding number of
parameters and training data sizes for each model. Mul-
tilingual models are highlighted in blue for clarity.

extend this evaluation to natural data to determine
if similar conclusions hold. We manually select
240 natural sentences from the BCC corpus, ensur-
ing they align with the structure of the synthetic
data. Additionally, we collect 80 sentences specifi-
cally involving local binding in contrast with Song
et al. (2022)’s data.

For local binding constructions, we select sen-
tences where il H T (herself) or 8 B T (himself)
appears as the direct object. For other binding con-
structions except for Subject Orientation, we focus
on sentences following the NP, + V| + NP, + V; + ziji
pattern, allowing for additional contextual elements
or modifiers. For Subject Orientation, we select
sentences that contain a distractor NP with a dif-
ferent gender feature between the antecedent and
ziji. To minimize potential confounds brought by
gender bias in our experiments, we make minimal
alterations to ensure gender balance in the dataset.

Embedding natural sentences into an if ... then
template (or using other similar connectives) of-
ten makes them sound unnatural, as these sen-
tences are longer than typical conditional clauses.
This makes it difficult, if not impossible, to create
natural-sounding in-context minimal pairs. We as-
sume that using complex reflexives like Ili/fth/F
H T (her/him/myself) serves as a useful proxy
for testing language models’ preferred readings of
ziji, as the pronoun makes the reference explicit.
Thus, we use minimal pairs by replacing ziji with
ta-ziji to clarify its meaning where contextually
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appropriate.” The gender and animacy features

of the incorrect candidate are determined by the
non-antecedent noun.

4 Evaluation

4.1 Models

Following Song et al. (2022), we evaluated most
models used in their study and included additional
language models trained on monolingual or mul-
tilingual corpora, featuring different architectures
and sizes. In total, we examined 21 language mod-
els, including the latest GPT-40. The number of
parameters and the size of the training data can be
found in Table 2.°

4.2 (Pseudo-) Perplexity

In line with Song et al. (2022), we evaluate the per-
formance of autoregressive language models using
perplexity (PPL) and masked language models us-
ing pseudo-perplexity (PPPL) (Salazar et al., 2020).
The equations for PPL are defined as follows.

lm
L=—"> logp(wiwi...wi_
i 2loeplnbv )

PPL = exp(-L)

While PPL measures the probability of tokens
based solely on preceding context, PPPL calculates
the probability of a token using the entire bidirec-
tional context, informed by the pretrained tasks of
MLMs.

W\i =Wl Wi, Wil ... Wiy
1 m
pseudo-L = 7 > log p(wilwy;) (2)
i=1

PPPL = exp(—pseudo-L)

These metrics are based on the average token-
level log probability, allowing for a fair evaluation
across sentences of varying lengths in our exper-
iments. For example, consider the comparison
between ftfl (he) and U H C. (herself) in exam-
ple (7). Although both correspond to one word in
English, the former has fewer characters. Averag-
ing sentence length helps mitigate the tendency of
language models to favor shorter sentences (Song
et al., 2022). Additionally, using perplexity as a

3See Appendix B for examples.

®Note that discrepancies from (Song et al., 2022) may
arise from references to different sources about the model
information.

common standard enables a more effective com-
parison of different language models’ performance.
We take the sentence in a sentence pair that has a
lower perplexity as the models’ preference.

4.3 Evaluation of closed-source LLMs

For closed-source LLMs, i.e., GPT-3.5-turbo and
GPT-40, we use prompts to ask the model to select
the more natural and acceptable sentence. The
prompts can be found in Appendix C.

4.4 Human Evaluation

To compare the performance of language models
with humans, we recruited 24 native Mandarin
speakers as volunteers to complete a cloze-filling
task. To minimize bias toward any specific sentence
structure, each participant annotated 5 sentences
from each category, with sanity check sentences,
totaling 70 sentences per person. Each sentence
was annotated by three different participants, and
the most frequently chosen response was adopted
as the final annotation.

To assess the reliability of the annotations, we
calculated Fleiss” Kappa for every group of three
annotators. The average Fleiss’ Kappa score
reached 0.81, which indicates an “almost per-
fect” inter-annotator agreement (Landis and Koch,
1977).

5 Result & Discussion

5.1 Opverall Result

The results are summarized in Tables 3 and 4,
which present several noteworthy findings that we
will discuss in detail in the following subsections.
It is important to note that for the two closed-source
LLMs, altering the order of the sentences within
minimal pairs in the prompt significantly affected
the results (see Appendix ??). Therefore, we report
the results with the sentences randomly shuffled in
the minimal pairs. We also discuss the limitation of
the prompt-based method in the Limitation section.
Before diving into the detailed analysis, we would
like to highlight a few key observations.

First, none of the models can match human per-
formance in both settings. In the synthetic data
setting, mengzi-bert-base shows the best perfor-
mance among all models, and in the natural setting,

"Most of the disagreement comes from the ambiguous
setting where three native speakers might have different pref-
erences.
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Table 3: Accuracy Scores of Predictions on Synthetic Data and Local Binding Percentage on the Ambiguous setting (last
row). Cells are shaded to reflect performance levels, with darker shades indicating higher accuracy. Blocking refers to the

blocking effect setting; Animacy refers to the animacy effect experiment. Verb,, s refers to the reflexive subcategory within the
Verb Orientation category, while Verb,,,,.r; denotes the non-reflexive category. SO indicates Subject Orientation. The two

O~chay

gray-shaded GPT models are highlighted because they are evaluated using prompting rather than perplexity.
&

Blocking
Animacy
Verby f/
Verbonre i
SO

Localy

Average
Table 4: Accuracy Scores of Predictions on Natural Data. Cells are shaded to indicate performance levels, with darker shades
Natural Data

Local,,
representing higher accuracy scores. The last two rows show the results of local binding on two gender settings in natural data.

glm-4-9b-chat outperforms other models. Mul- Binding  Syn Data
tilingual models perform worse than monolingual Blocking 413 65.5
Animacy 87.5 89.4

Verb,, f; 40.2 65.0

Verbuonresi 705 74.8

SO 50.5 69.6

models.
Second, larger model sizes do not necessar-
In the syn-
Table 5: Average accuracy of different binding phenom-

ily lead to better performance.
thetic data setting, gpt2-distill outperforms

gpt2-xlarge with the same training data. Sim- 5 across all evaluated models.

CommonCrawl. However, bert-base-chinese,

ilarly, chinese-pert-base and XLM-R-base sur-
pass their larger counterparts in both synthetic and

natural settings. The two largest models GPT-40
and GPT-3. 5 show limited performance in this task

as well.
As shown in Table 5, the difficulty of various

ernie-base, and mbert are trained on data from
Wikipedia and non-literary domains, indicating that
the first hypothesis might be more likely.? Addi-

tionally, we hypothesize that the second explana-
tion applies to GPT-4o, given the significant differ-

ence in its performance between the synthetic and

natural data.
5.2 Language models show linear biases but

constraints is consistent across synthetic and natu-
not all language models prefer local

ral data. However, all models perform better in the
natural data setting, despite natural language often
containing more distractors and longer sentences
than synthetic data. This contrasts with the seman-
tic parsing results noted by Yang and Schneider
(2024). We hypothesize two possible reasons for
this phenomenon: (1) natural data may better re-
flect the distribution of the training data, suggesting
that the models struggle to generalize the underly-
ing abstract rules, and (2) the pretrained data is con-
taminated with our evaluation set. Most of our ex-
amples come from literature, making both hypothe-
ses plausible for models trained on literary works or

binders
Both Song et al. (2022) and Xiang et al. (2021)

observe the models’ vulnerability to linearly close
distractors. Similar findings have been confirmed

8However, a recent study (Misra and Mahowald, 2024)
shows that language models can generalize rare phenomena
from less rare ones. Validating this hypothesis requires rigor-
ous experimental design, which we leave for future work.
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language models

Figure 2: Local binding tendency caused by the block-
ing effect based on the baseline result.

in other languages, such as English with GPT-2
(Lee and Schuster, 2022) and Spanish with mbert
(de Dios-Flores et al., 2023). Our experiments
show two key findings: (1) almost all languages
have linear biases, yet (2) not all models show a
bias toward local binders. In particular, most of the
encoder-only models prefer long-distance binders
while decoder-only models prefer local binding
as shown in Table 3.

Regarding our first observation, we find that
most models predict the blocking effect not because
of the insertion of a first-person pronoun, but due
to their linear preference. Since the examples in the
Ambiguous Binding category are adapted from the
Blocking Effect category by replacing first-person
pronouns with third-person pronouns, this setup al-
lows us to compare the results of these two groups
and assess the influence of first-person pronouns on
model behavior. Specifically, if language models
have truly learned the underlying constraints of the
blocking effect, they should assign higher probabil-
ities to local binding readings when third-person
pronouns are replaced with first-person pronouns.
Consequently, we expect stronger local binding
preferences in the blocking effect experiment than
in the ambiguous binding experiment.

To quantify this, we define the local binding
tendency as the difference between the number
of local binding cases in the blocking effect and
the number of local binding cases in the ambigu-
ous binding category. Our findings reveal that
most models — except for chinese-lert-base,
x1lmr-base, chinese-pert-base, gpt2-medium,
and glm4 — exhibit a slightly stronger tendency
toward local binding in cases involving first-person
pronouns, as illustrated in Figure 2. However, this
tendency is generally weak across most models.

The notable exception is CPM-Generate, which
demonstrates a significant increase in its prefer-
ence for local binding when a first-person pronoun
is present, effectively mimicking human behavior
in similar contexts. In conclusion, with the excep-
tion of CPM-Generate, all models appear to make
correct predictions in the blocking effect setting pri-
marily due to their linear bias, rather than an under-
standing of the constraints underlying the blocking
effect pattern.

As for the second observation, we find that in
the Blocking Effect and Verb Orientation (reflexive
verbs) settings, where ziji should be bound to its lo-
cal antecedent, most encoder-only models perform
poorly. However, their performance improves in
the Verb Orientation (non-reflexive verbs) and Sub-
ject Orientation settings where long-distance bind-
ing is expected. In contrast, decoder-only models
exhibit near-perfect performance in local-binding
settings, such as the Blocking Effect, Animacy Ef-
fect, and Verb Orientation with Reflexive Verbs.

5.3 Language Models Are More Sensitive to
Semantics of Nouns than Verbs

The animacy effect and two verb orientation experi-
ments investigate whether language models possess
the semantic knowledge required to resolve bind-
ing. As shown in the table, most models, except
for mt5-small, perform well in the animacy set-
ting, indicating they encode the knowledge that
ziji can only refer to an animate NP. This is par-
ticularly evident among the decoder-only models,
which, despite exhibiting a strong bias toward local
binding, can successfully switch to long-distance
binding when the local binder is an inanimate noun,
achieving nearly perfect accuracy.

This raises another question: is the success of
the encoder-only models in the animacy setting
due to their knowledge of animacy or their linear
bias? To address this, we switch the order of the
animate matrix subject and the inanimate subor-
dinate subject, where local binding is the correct
interpretation. As shown in Figure 3, models that
perform well in the typical animacy setting also
excel in the switched experiment. This supports
the first hypothesis: encoder-only models do learn
animacy knowledge about ziji.

In contrast, none of the models perform equally
well in the two Verb Orientation experiments which
require different binding readings. We observe
that models favoring local binding tend to per-
form poorly in non-reflexive verb scenarios, where
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Figure 3: Accuracy of language models across two
settings of the animacy effect: (1) matrix subject is
animate and subordinate subject is inanimate (animate
< inanimate), and (2) matrix subject is inanimate and
subordinate subject is animate (inanimate < animate).

the meanings of subordinate predicates necessitate
lang-distance binding. Similarly, models prefer-
ring long-distance binding excel in non-reflexive
verb settings but struggle with reflexive verbs. This
pattern is particularly evident in synthetic data.

Therefore, we argue that while most language
models possess semantic knowledge of (animate)
nouns, they struggle to understand the nuances of
verb meanings. We assume that this difficulty may
arise from the fact that the animacy of nouns is gen-
erally easier to distinguish than the reflexiveness
of verbs. It is possible that there are more readily
available distributional cues of animacy versus re-
flexiveness of verbs if we accept the assumption
that all nouns can be either animate or inanimate
while reflexive and non-reflexive verbs are less fre-
quent than ambiguous verbs.

6 Conclusion

In this paper, we evaluated 21 language models
across two data settings. Our results reveal that
none of the models consistently replicate human-
like judgments. We observe that all language mod-
els rely heavily on sequential biases, even when
tasked with modeling syntactic and semantic cues.
Furthermore, most models demonstrate a better un-
derstanding of the semantics of nouns compared
to verbs. Several intriguing questions remain open.
For instance, why do models find it easier to handle
natural data, despite its longer sequences and more
distractors, than synthetic data? Can language mod-
els generalize complex constraints based on more
frequent and simpler linguistic phenomena? Why
does SO not show a clear linear bias among LMs?

We leave these questions for future research and
welcome new insights into these areas.

Limitations

We are aware that the prompt-based method for
GPT-3.5 and GPT-40 is not directly compara-
ble to the perplexity-based approach, as results
obtained using meta-linguistic prompts tend to per-
form worse than those derived from model repre-
sentations (Hu and Levy, 2023). As we mentioned
in Appendix ??, both models are highly sensitive to
the order of the sentence pairs in the prompt, with
GPT-3.5 showing a stronger bias toward Option-A.
This observation remains consistent across differ-
ent prompt designs. Therefore, the results we re-
port may not fully reflect the language capability of
these two LMs and our conclusion might not apply
to them. We advise readers to interpret the results
from these models with caution.

Ethical Considerations

Our project had minimal computational costs since
no additional model training was required. For hu-
man participants, informed consent was obtained
prior to their participation in the questionnaire, and
all collected data was anonymized and kept confi-
dential to protect their privacy. Additionally, when
creating and collecting sentences for the study, we
ensured that the content was free from harmful or
offensive material.
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A In-Context Minimal Pair Templates for
Different Binding Patterns

Constructions In-context Minimal Pair Template

Original:
i RERGEE B -

Shey knows that I; trust myself;. c.

Blocking Within Template

Effect mEFERMAFECD, B
LBAERE O -
If sher knows that I trust self,
then I trust myself/*her.

Original:
M m VXA F I T B Com -
He,, said the book changed
himy,.
. Within Template

Animacy Effect iyt 5% A s et T o)
o, MAXERBIET
e ED -

If he said that this book changed a.

self, then this book changed
him/*itself.

Original:

251t R T B 2 -

Hew gave her his own book.
Subject Orientation ~ Within Template

WRMAERT B O,

A AR A A - b.

If he gave her a book about self,
then the book is about him/*her.

Original:
Ut RSB At 45 B Tl
Shef knows that hey, flatter herf/herf.
Verb Orien- Within Template:
tation MERBIEMESLEE D, AME
g E

If she knows that he flattered self, he ¢

Sfattered her/*himself.

Table 6: In-context minimal pair templates correspond-
ing to various binding constructions.

B Minimal Pair Examples for Natural
Data

%%%%—/l\%i}\aﬁtﬁz%ﬁ& HOH—ES)
ta; hui diyige chengren wo zhenshi you
she would first  admit I really have
woziji de Yyitao xiguan
self DE one habit.

She would be the first to admit that I really have
my own habit.

Minimal pair sent II:
RS TRARREFLE CH—&

AI}_[\O

ta; hui diyige chengren wo zhenshi you
she would first  admit I really have

woziji de yitao xiguan
self DE one habit.

*She would be the first to admit that I really have
her own habit.

Animacy Effect

Original Sent: ,
B ANE SRR AERIE F

ta; ... yinwei ta hai  bu
because he yet NEG understand
dongde wenyi zai weixie zhe Zziji

plague is threaten ASP  self.

. because he still doesn’t understand that the
plague is threatening him.

Minimal pair sent I:
MR ANMES R AR E L H .
. yinwei ta hai bu dongde wenyi
. because he yet NEG understand plague
zai weixie zhe ta-ziji
is threaten ASP himself.

. because he still doesn’t understand that the
plague is threatening him.

Minimal pair sent II:

LR MERR AR E C 1

ta; ... yinwei ta hai  bu
because he yet NEG understand
dongde wenyi zai weixie zhe  ta-ziji

plague is threaten ASP  itself.

* .. because he still doesn’t understand that the
plague is threatening itself.

(10)  Verb Orientation Reflexive Verb

(8) Blocking Effect

a.  Original Sent:
= H— RN RERE H CH—E3]
ta; hui diyige chengren wo zhenshi you
she would first admit I really have
Ziji de yitao xiguan
self DE one habit.

She would be the first to admit that I really have
my own habit.

b.  Minimal pair sent I:
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Original Sent:
e, e D CEmA—EEE -
ta  hui xiang, ta zai Xxuanyao Zziji
she will think, he is boast self
gaorenyideng de jiaoyu
superior DE education

She would think, he is boasting about his supe-
rior education.

Minimal pair sent I:

i AR, MR D O A —F R



2=
H o

ta hui xiang,

she will think, he is
gaorenyideng de jiaoyu
superior DE education

ta zai xuanyao ta-ziji
boast he-self

She would think, he is boasting about his own
superior education.

c.  Minimal pair sent II:
*tfﬁ%ﬁ‘ﬂ, fAE R B O A — SR
H o
ta hui xiang, ta zai xuanyao ta-ziji
she will think, he is boast she-self
gaorenyideng de jiaoyu
superior DE education

*She would think, he is boasting about her own
superior education.

(11)  Verb Orientation Non-reflexive Verb

a.  Original Sent:
DL —TFERE, DEEEBNEIEHE

EHC-
shaonv  yixiazi zhuyidao,  shaonian
girl suddenly notice, boy

zhengzai mubuzhuanjing-de wang zhe
PROG fixedly-ADV gaze ASP
ziji
self

The girl suddenly noticed that the boy was star-
ing fixedly at her.

b.  Minimal pair sent I:

DT TIERER, DEIEEBNERERE

EHC.

shaonv  yixiazi zhuyidao,  shaonian
girl suddenly notice, boy
zhengzai mubuzhuanjing-de wang zhe
PROG fixedly-ADV gaze ASP
zZiji

self

The girl suddenly noticed that the boy was star-
ing fixedly at her.

c.  Minimal pair sent II:

D — N FERE, DEIEEBRARED

BEMEC.
shaonv  yixiazi zhuyidao,  shaonian
girl suddenly notice, boy

zhengzai mubuzhuanjing-de wang zhe
PROG fixedly-ADV gaze ASP

ta-ziji
he-self

*The girl suddenly noticed that the boy was star-
ing fixedly at himself.

(12)  Subject Orientation

a.  Original Sent:

FAMAHESARRE B OB ER .

Wang xiaojie daizhe Ma Bole jiu dao
Miss Wang bring Ma Bole then arrive

Ziji fang li lai
self room in come
Miss Wang brought Ma Bole and then went to
her own room.
b.  Minimal pair sent I:

FENEHE SIARMEN 8 OB ER .
Wang xiaojie daizhe Ma Bole jiu dao
Miss Wang bring Ma Bole then arrive
ta ziji fang li lai
she self room in come

Miss Wang brought Ma Bole and then went to
her own room.

c.  Minimal pair sent II:
*F/NMAHE DA R H B EE -
Wang xiaojie daizhe Ma Bole jiu dao
Miss Wang bring Ma Bole then arrive

ta ziji fang li lai
he self room in come

*Miss Wang brought Ma Bole and then went to
his own room.

C Prompts for GPT-3.5 and GPT-40

Prompt A THM MA)FWNEERR, BAS
sz fEX B, B ERIERE— DA T IR
FEatHEE HE RS (SR, SR
B2 TH#E . 1§ A HASEB. A: A 71 B:
A]F2- Which of the following two sentences
sounds more natural and is easier to accept? Here,
“more natural” refers to a sentence that aligns with
the everyday language use of native speakers,
reads smoothly, and is easy to understand. Please
output only “A” or “B”. A: sentence I B: sentence
2.

Prompt B [ # D A] 7 BEHAR? E R
HitHABLEB, REa H#E . A: A) 71 B: A1)
F2o  Which of the following sentences sounds
more natural? Please output only “A” or “B” and
then give me your explanations. A: sentence 1 B:
sentence 2.

Prompt C NHE M MA 7P ENR, &
BHEX? £ XH, EARENE D
a7 W B R AT & B EH H W RE S A >
i, SRR H 2 T - 15 H WA
EHB, MIE A R - A A1 F1 B: Al 72
Which of the following sentences sounds more
natural and is easier to accept? Here, “more
natural” refers to a sentence that aligns with
the everyday language use of native speakers,
reads smoothly, and is easy to understand.
Please output only “A” or “B” and then give
me your explanations. A: sentence 1 B: sentence 2.
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D Performance of GPT-3.5 and GPT-40
with Varying Positions of the Correct
Sentence in Prompts: Option A, Option
B, or Mixed

This section presents the experimental results of
GPT-3.5 and GPT-40 tested by altering the order of
sentence pairs, where the correct sentence is either
always placed in Option A, always in Option B, or
randomly shuffled between the two. Due to this
bias, GPT-3.5 does not perform well in the mixed
setting either, because half the correct sentences in
the sentence pairs are put in Option B.

As we can see, GPT-3.5 shows a clear prefer-
ence for Option A. When all correct sentences
are placed in Option A in the prompt, GPT-3.5
achieves perfect accuracy. However, when the cor-
rect sentences are all placed in Option B, its perfor-
mance declines to the lowest accuracy.

Similarly, GPT-4o struggles to make consistent
judgments when the order of the two sentences
is switched, displaying a bias toward Option B
instead.

The detailed results can be found in Table 7 and
Table 8.

E Training data distribution of evaluated
language models

The training data of the language models we test is
listed in Table 9.
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[ GPT-40 [ GPT-3.5
Prompt | M A B| M A B

Blocking 275 125 450 | 625 900 30.0
Animacy | 100.0 100.0 100.0 | 100.0 100.0 92.5
Verb,, 650 375 975 | 550 1000 12.5
Verb,ouer | 1000 975 1000 | 575 100.0 20.0
SO 500 300 775 | 500 100.0 0.0
Average 68.5 555 840 | 650 980 310

Table 7: Performance of GPT-40 and GPT-3.5 across dif-
ferent order settings of the minimal pairs in the synthetic
data setting. M: correct options have mixed orders; A: cor-
rection options are always option-A; B: correction options
are always option-B

1 GPT-4o 1 GPT-35
Prompt | M A B | Mixed A B

Blocking | 1000 975 950 | 575 900 25.0
Animacy 97.5 1000 950 | 800 975 725
Verb,, 100.0 1000 100.0 | 60.0 975 225
Verb,oner | 100.0 1000 1000 | 90.0 1000 95.0
SO 975 925 925 | 600 975 125
Average 99.0 980 965 | 695 965 455

Table 8: Performance of GPT-40 and GPT-3.5 across
different order settings of the minimal pairs in the natural
data setting.

Model Training Data Domain

bert-base-chinese (Devlin et al., 2019) Chinese Wikipedia

chinese-lert-base (Cui et al., 2022a) Chinese Wikipedia, encyclopedia, news, and question answering web
chinese-lert-large (Cui et al., 2022a) Chinese Wikipedia, encyclopedia, news, and question answering web
chinese-pert-base (Cui et al., 2022b) Chinese Wikipedia, encyclopedia, news, and question answering web
chinese-pert-large (Cui et al., 2022b) Chinese Wikipedia, encyclopedia, news, and question answering web
mengzi-bert-base (Zhang et al., 2021b) Chinese Wikipedia, Chinese News, and Common Crawl
mengzi-bert-base-fin (Zhang et al., 2021b)  Chinese Wikipedia, Chinese News, and Common Crawl, Finance data
ernie-1.0-base-zh (Sun et al., 2019) Chinese Wikepedia, Baidu Baike, Baidu news and Baidu Tieba
mBERT (Devlin et al., 2019) Top 100 languages with the largest Wikipedias

XLM-R-base (Conneau et al., 2019) CommonCrawl

XLM-R-large (Conneau et al., 2019) CommonCrawl

mt5-small (Xue et al., 2020) CommonCrawl

mt5-large (Xue et al., 2020) CommonCrawl

GPT2 (Zhao et al., 2019) CLUECorpus-small (from Common Crawl) (Xu et al., 2020)
GPT2-medium (Zhao et al., 2019) CLUECorpus-small (from Common Crawl) (Xu et al., 2020)
GPT2-large (Zhao et al., 2019) CLUECorpus-small (from Common Crawl) (Xu et al., 2020)
GPT2-xlarge (Zhao et al., 2023) CLUECorpus-small (from Common Crawl) (Xu et al., 2020)
GLM-4-9b-chat (GLM et al., 2024) NA

CPM-Generate (Zhang et al., 2021a) Encyclopedia, Webpage, Story, News, Dialog

GPT-3.5 (OpenAl, 2023) NA

GPT-40 (OpenAl et al., 2023) NA

Table 9: Models, training data and information source
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