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Abstract

Current sign language translation (SLT) ap-
proaches often rely on gloss-based supervi-
sion with Connectionist Temporal Classifica-
tion (CTC), limiting their ability to handle non-
monotonic alignments between sign language
video and spoken text. In this work, we propose
a novel method combining Joint CTC/Attention
and transfer learning. The Joint CTC/Attention
introduces hierarchical encoding and integrates
CTC with the attention mechanism during de-
coding, effectively managing both monotonic
and non-monotonic alignments. Meanwhile,
transfer learning helps bridge the modality gap
between vision and language in SLT. Experi-
mental results on two widely adopted bench-
marks, RWTH-PHOENIX-Weather 2014 T and
CSL-Daily, show that our method achieves re-
sults comparable to state-of-the-art and outper-
forms the pure-attention baseline. Additionally,
this work opens a new door for future research
into gloss-free SLT using text-based CTC align-
ment.!

1 Introduction

Sign language is a natural language used by the
deaf and hard-of-hearing community for communi-
cation (Sutton-Spence and Woll, 1999), expressed
through manual and non-manual elements, such
as hand movements, fingerspelling, facial expres-
sions, and body posture (Boyes Braem and Sutton-
Spence, 2001). Due to the multi-modal nature
of sign language, recent studies in sign language
processing (SLP) aim to bridge the modality gap
between vision and language. SLP encompasses
several tasks, including sign language recognition
(SLR) (Zuo et al., 2023; Sandoval-Castaneda et al.,
2023), translation (SLT) (Camgoz et al., 2018;
Zhang et al., 2023; Gong et al., 2024), and pro-
duction (Rastgoo et al., 2021). In this paper, we

!Code and resource are available: https://github.com/
Claire874/TextCTC-SLT
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Figure 1: An overview of sign language recognition and
sign language translation alignment. CTC is used for
monotonic alignment between the sign language video
V and a gloss sequence G. While the alignment between
the sign language video with corresponding spoken text
T is non-monotonic.

focus on SLR and SLT. SLR involves identifying
signs as glosses, a written representation of signs in
the original order, whereas SLT focuses on translat-
ing the sign language video into its corresponding
spoken text. Many SLR approaches utilize Connec-
tionist Temporal Classification (CTC) loss (Graves
et al., 2006) to localize and recognize glosses in an
unsegmented sign language video (Cui et al., 2017,
Min et al., 2021). However, in the context of SLT,
CTC loss is typically employed only when glosses
serve as an intermediate or auxiliary form of super-
vision (Camgoz et al., 2020; Yin and Read, 2020;
Chen et al., 2022). This reflects the assumption
that CTC’s monotonic alignment between input
and output sequences is suitable for gloss-based
supervision (Wong et al., 2024) but inadequate for
the non-monotonic alignment required to directly
translate sign language into corresponding spoken
text, as displayed in Figure 1.

Nevertheless, many studies have successfully ap-
plied CTC to machine translation (MT) (Libovicky
and Helcl, 2018; Saharia et al., 2020) and speech
translation (ST) (Chuang et al., 2021; Peng et al.,
2024), demonstrating that CTC’s reordering capa-
bility holds promise for handling complex trans-
lation tasks. These approaches show that while
CTC is effective for monotonic alignment tasks,
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it can be extended to non-monotonic alignment to
address reordering challenges. This leads us to the
question: Can CTC be applied to non-monotonic
alignment between signs and texts and benefit SLT?

Inspired by the recent success of joint CTC/At-
tention in translation tasks (Yan et al., 2023), we
investigate the potential of this approach for SLT.
This combination provides a complementary solu-
tion: during encoding, hierarchical encoding effec-
tively manages alignment (including sign language
length adjustment and reordering), while joint de-
coding reduces exposure/label bias in the attention
decoder by leveraging CTC’s conditionally inde-
pendent alignment information. Our contributions
are as follows:

* We propose leveraging a joint CTC/Attention
framework combined with transfer learning to
address the unique challenges of SLT, partic-
ularly the modality gap between visual sign
language and spoken text. Compared with
speech and text translation, SLT requires han-
dling more complex spatial-temporal represen-
tations and addressing non-monotonic align-
ments to grasp the linguistic feature embedded
in sign language.

e The proposed method achieves results
comparable to state-of-the-art, outperform-
ing the pure-attention baseline on widely
adopted benchmarks, RWTH-PHOENIX-
Weather 2014 T (Camgoz et al., 2018) and
CSL-Daily (Zhou et al., 2021) (§ 5).

* We offer a promising direction for future re-
search by exploring the potential of text CTC
alignment for gloss-free SLT.

2 Background

Both CTC (Graves et al.,, 2006) and the at-
tentional encoder-decoder paradigm (Vaswani
et al.,, 2017) are designed to model Bayesian
decision-making by selecting the output se-
quence Y that maximizes the posterior likeli-
hood P(Y|X) from all possible sequences V'€'x.
Here, X = {z; € S™[t=1,...,T} and Y =
{y, € B¥|l =1,..., L}, where 8¢ and B'¢" de-
note the source and target language vocabularies,
respectively, and 7" and L represent the lengths of
the source and target sequences. The differences be-
tween the CTC and attention frameworks, a typical
method of it is transformer-based encoder-decoder
model, are illustrated in the following sections.

2.1 Comparison between CTC and Attention
Framework

Hard vs. Soft Alignment. CTC marginalizes the
likelihood over all possible input-to-alignment se-
quences Z = {z; € B® U {blank} |t =1,...,T},
by introducing the blank label (Hannun, 2017).
Each output unit z; (whether blank or non-blank)
is mapped to a single input unit x; in a monotonic
manner, resulting in hard alignment. In contrast,
the attention framework allows a flexible input-to-
output mapping via soft alignment, where an output
unit y; maps multiple input units x|, ) or vice versa.

Conditional Independence vs. Conditional De-
pendence. CTC assumes conditional indepen-
dence, meaning that each z; is independent of
z1.4—1 if it is already conditioned on X (Nozaki
and Komatsu, 2021). While the attention frame-
work models each output unit y; with conditional
dependence on both the input X and previous out-
put units y;.;—1. This conditional dependence in-
troduces potential label biases (Andor et al., 2016),
where the model may over-rely on previous outputs
during decoding.

Input-synchronous Emission vs. Autoregres-
sive Generation. CTC is an input-synchronous
model, producing an output unit at each input time
step. As a result, CTC cannot generate an output
sequence longer than the input, which simplifies
the process by eliminating the need for explicit end
detection. Conversely, the decoder in the attention
framework is autoregressive, generating outputs
one by one until a stop token <eos> is emitted.

As shown in (Yan et al., 2023), joint modeling of
CTC/Attention during encoding and decoding ben-
efits translation. During encoding, the hard align-
ment provided by CTC produces stable representa-
tions, enabling the decoder to learn soft alignment
patterns more effectively. In joint decoding, the
conditionally independent likelihood of CTC helps
mitigate label biases in the conditionally dependent
framework of attention. Additionally, the end de-
tection issue in autoregressive generation is allevi-
ated by the interaction between input-synchronous
emission and autoregressive generation. Will these
advantages hold in SLT?

2.2 Sign Language Translation

SLT can be viewed as a MT problem, with the
distinction that the source language is represented
by spatial-temporal pixels rather than discrete to-
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kens (Chen et al., 2022). Intuitively, the joint
CTC/Attention approach is well-suited for SLT,
as it integrates the robust alignment capabilities of
CTC with the contextual understanding provided
by attention, effectively addressing the unique chal-
lenges of translating sign language into spoken text.
Our study focuses on translating a sign lan-
guage video into a spoken text in an end-to-end
manner, taking into account the information bot-
tleneck that gloss introduces in cascading SLT,
where gloss serves as the intermediate supervi-
sion (Yin and Read, 2020). Many end-to-end SLT
approaches (Camgoz et al., 2020; Zhang et al.,
2023; Ye et al., 2023; Tan et al., 2024) model the
conditional dependent likelihood to generate spo-
ken text. In general, given a sign video sequence
V = {v1,v2, ..., v} consisting of |V| frames, the
SLT model is designed to predict the ground truth
reference 7 = {tl, to, ..., tITI} which contains | 7|
words. A gloss sequence G = {gl, G2y ooy g‘g‘} of
length |G| employed as an additional regularization
term. The core of these SLT approaches is a shared
encoder (see Figure 3 left), trained with a joint loss
to produce an encoded representation h, which is
then used to predict both the gloss sequence G and
spoken text 7. For each time step [, there are:

Pere(gi|V) = CTC(hy), )]

Paun (t1|V, t1:1-1) = Decoder(h, t14-1), (2)

where CTC(.) refers to a projection onto the CTC
output gloss G U {blank} followed by softmax.
Meanwhile, Decoder(-) represents autoregressive
decoder layers followed by a projection to the de-
coder output and softmax. For a given training
sample consisting of a sign video, gloss sequence,
and text, (V, G, T), the whole SLT model is opti-
mized using the maximum likelihood estimation
(MLE) loss for SLT, and the CTC loss for SLR.
The total training loss is formulated as:

ﬁ(T, Q\V) = ﬁMLE(T‘V) + Oé,CCTc(g‘V), 3)

where hyperparameter « is utilized to balance the
regularization effect of the CTC loss.

3 Model Architecture

As shown in Figure 2, our proposed method
comprises three modules: sign embedding (SE),
a hierarchical encoder conducting length adjust-
ment and reordering, and a decoder that in-
volves joint scoring during decoding. The train-
ing process is divided into two stages. Stage

Stage 1:Warm-start training

| Decoder I l
(Joint l)ecoding)+
+

Stage 2: Fine-tuning

Decoder ‘
(Joint Decoding)

| Hierarchical Encoder | | Hierarchical Encoder

+ t
F1, F2 Frge, F
SE, SE, SE

Sign Video | v Sign Video v

Figure 2: Overview of the proposed method: Stage
1: warm-start training using multiple sign embeddings
with a hierarchical encoder and joint decoding. Stage 2:
fine-tuning the model with a single sign embedding.

1: Warm-start training, where the parent model
is trained using sign videos with multiple SEs
(SE1,SEs,...,SEN,,). Each SE extracts differ-
ent representations (F1, Fo, ..., Fng,) from the
sign video (V), which are then passed through the
hierarchical encoder and decoder. Stage 2: Fine-
tuning the pre-trained model from Stage 1 with a
single SE and child data pairs.

3.1 Sign Embedding Module

Since the sign video sequence is significantly
longer than both the gloss and text sequences, i.e.
V| > |G| and |V| > |T|, we down-sample the
sign sequences to align them with the shorter gloss
and text sequences. Depending on the training
stage, we utilize either multiple or a single pre-
trained visual model to extract frame-level repre-
sentations from a sign video. The number of SEs
(Ngp) is determined by dataset and model avail-
ability (§ 5.2). Following previous work, we use
pre-trained SEs to extract sign representations from
the video frames, which are then down-sampled
through a linear layer. This process is formalized
as:

F = SignEmbedding(V), @

where F = {fl, fo, -y f‘]_-|} denotes sign rep-
resentations after the pre-trained SEs and subse-
quent down-sampling. Note that the parameters of
the pre-trained SEs remain frozen throughout both
training stages.

3.2 Hierarchical Encoding Module

Unlike the previous work on SLT adopting the
shared encoder, we introduce a hierarchical en-
coder, which has been widely utilized in automatic
speech recognition (ASR) (Krishna et al., 2018;
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Figure 3: The shared SLT encoders (left): sign repre-
sentations are down-sampled by a shared encoder using
gloss CTC; hierarchical SLT encoders (right): sign rep-
resentations are first down-sampled by GlsEnc using
gloss CTC (GIsCTC) and then reordered by TxtEnc
with text CTC (TxtCTC).

Higuchi et al., 2022). As shown in Figure 3 (right),
our hierarchical encoder consists of gloss-oriented
encoder (GlsEnc) and text-oriented encoder (7x-
tEnc) layers responsible for sign representations
length adjustment and reordering, respectively.

Gloss-oriented Encoder. The GlsEnc is trained
using the CTC criterion, which aligns intermediate
encoder representations with gloss sequences. The
representations from the intermediate recognition
encoder layers are then passed to the CTC decoder
to generate gloss sequences.

Text-oriented Encoder. Next, 7xtEnc reorders
the representations using hierarchical encoder lay-
ers. Here, the CTC criterion aligns the final encoder
representations with spoken text sequences. While
CTC is generally restricted to monotonic align-
ments, the neural network architecture enables la-
tent reordering to handle the non-monotonic nature
of text alignment. Our proposed SLT hierarchical
encoder consists of the following components:

h8" = GisEnc(f), (5)
Pere(glf) = GIsCTC(h8), (6)
h™ = TxtEnc(h8¥), (7)
PCTc(Z£XI|f) = TxtCTC(hm). (8)

The GlsEnc comprises Ng;; Transformer layers and
a CTC loss calculation, while TxtEnc consists of
Ny Transformer layers and a CTC loss calculation.

We newly introduce TxtCTC training to facilitate
effective reordering in the encoding process. Using
a multi-task objective, both hierarchical encoder
and attentional decoder are jointly optimized:

Lsit = MLagiscre + M Lrwere + A3Lmre, (9)

where Ly g is a MLE loss for SLT, and As decide
the effects of gloss-oriented CTC, text-oriented
CTC, and decoder MLE losses.

3.3 Joint Decoding Module

Our joint decoding adopts the out-synchronous
decoding (i.e. attention plays a leading role)
from (Yan et al., 2023) for its superior performance.
However, ours differs in candidate selection: we
first use the attention mechanism to propose can-
didates, then apply 7xtCTC constraints, offering
greater flexibility and reducing label bias.

As shown in Algorithm 1, the joint decoding pro-
cess has four steps: candidate selection, hypotheses
expansion, joint scoring, and end detection. The al-
gorithm generates candidates using the attentional
decoder at each step [. A pre-defined beam size
Npeam 18 adopted to select the top candidates (cand),
starting with the partial hypotheses (hyp) from the
previous step. Each hypothesis is extended by con-
catenating (&) it with new candidates, adjusted by
a dynamically computed length penalty 5. The
candidates are then scored using a joint mecha-
nism Ppeay combining normalized TxtCTC scores
(&cte) and Attention scores (&g ), Where TxtCTC
(acte) and Attention scores (agy,) represent their
respective likelihoods. This joint scoring guides the
selection of promising hypotheses. Updated partial
hypotheses are stored in newHyp, while completed
hypotheses ending with <eos> or reaching L, are
stored in finHyp.

3.4 Transfer Learning

One of the significant obstacles hindering the ad-
vancement of SLT is data scarcity (Moryossef et al.,
2021; Zhu et al., 2023). To address this, many SLT
studies mitigate the low-resource issue by transfer
learning (Chen et al., 2022; Zhang et al., 2023).
Transfer learning is widely used in low-resource
scenarios to enhance model performance by lever-
aging knowledge from related tasks.

Warm-start Training. In transfer learning (Had-
dow et al., 2022), a parent model is pre-trained on
a large corpus, and its parameters are used to ini-
tialize the child model on a smaller, target-specific
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Algorithm 1 Joint Beam Search Decoding: The
attentional decoder first proposes candidates for
expanding hypotheses, ensuring all have /-length at
step L.

1: procedure JOINT BEAM SEARCH DECODING(hyp, A",
Lmax, Ny beam)

2 newHyp={}; finHyp={}

3 for t1,—1 € hypdo

4 cand = top'k(Palln (t‘hmy t1.—1 )s k=Nbeam)

5 B = Length_Penalty(l + 1)

6: cand = cand + 8

7 for ¢ € cand do

8: tiu =t 1®c

9: actc = TxtCTCScore(t1.1)

10: A = AttnScore(t1.;)

11: PBeam = dCTC + dAtm

12: if (c is <eos>) or (I is L) then
13: ﬁnHyp [tl:l] =Ppeam(*)

14: else

15: newHyp[tu} = Peam(+)

16: end if

17: end for

18: end for

19: return newHyp, finHyp
20: end procedure

corpus. Warm-start training goes a step further
by incorporating child language pairs into the par-
ent model’s pre-training. After pre-training, the
model is fine-tuned exclusively on the child lan-
guage pairs. This approach benefits from the high
likelihood of word or character overlap between
those languages, improving the efficiency of trans-
fer learning (Neubig and Hu, 2018). For this reason,
we use parallel datasets to paraphrase spoken text
by introducing normalization, lemmatization, and
back translation. We adopt multiple pre-trained
SEs for sign videos to extract varied sign represen-
tations from the same video.

Fine-tuning. The parent model is trained using
sign representations from multiple SEs and com-
bined spoken texts, while the child model is fine-
tuned with a single SE and the original corpus.

4 Experimental Setup

Dataset. We evaluate the effectiveness of our
proposed method on two popular benchmarks
for SLT, RWTH-PHOENIX-Weather 2014 T
(PHOENIX14T) (Camgoz et al., 2018) and CSL-
Daily (Zhou et al., 2021). PHOENIX14T focuses
on German sign language, sourced from weather
broadcasting and CSL-Daily focuses on Chinese
sign language, recorded in an ad hoc environment.
Both datasets provide triplet samples: sign lan-
guage video, a sentence-level gloss annotation, and

corresponding spoken text (V, G, 7).

Text Preprocessing. Following Zhu et al. (2023),
we perform lemmatization and alphabet normal-
ization on PHOENIX14T. Additionally, we ap-
ply back-translation using a text-to-gloss trans-
lation model to generate new source sentences
from the glosses on the target side. For CSL-
Daily, we follow a similar procedure, using a Zh-En
model (Tiedemann and Thottingal, 2020) to gen-
erate parallel spoken text. The combined data is
then used in warm-start training. Table 1 shows the
statistics of the combined corpora.

Evaluation Metrics. We report results on SLT
tasks using tokenized BLEU with n-grams from 1
to 4 (B@1-B@4) (Papineni et al., 2002) and Rouge-
L F1 (ROUGE) (Lin, 2004). We employ word error
rate (WER) to evaluate SLR performance.

Sign Embedding. Following recent stud-
ies (Camgoz et al., 2020; Zhou et al., 2021; Zhang
et al., 2023) that use pre-trained models to extract
sign video representations, we adopt multiple
pre-trained visual models as SEs for warm-start
training. For PHOENIX 14T, we utilize pre-trained
CNN layers from the CNN+LSTM+HMM
setup (Koller et al., 2020), the pre-trained SMKD
model? (Hao et al., 2021), and the pre-trained
Corrnet model® (Hu et al., 2023). For CSL-Daily,
we adopt the pre-trained SMKD model and Corrnet
to extract sign representations. The parameters of
these pre-trained models are frozen throughout the
training process. The child model utilizes a single
SE, selected based on initial performance (§ 5.2).

Modeling. We compare our joint CTC/Atten-
tion model with purely attentional encoder-decoder
baseline, Sign Language Transformer (Camgoz
et al., 2020). The proposed and baseline models are
trained separately with the same hyperparameters.
Full details of the model sizes and hyperparameters
are provided in the Appendix Table 6 and 7. Unless
otherwise mentioned, we maintain these setups for
the ensuing experiments.

5 Results and Analyses

We validate our proposed method on two popu-
lar benchmarks, PHOENIX14T and CSL-Daily,
comparing it with both cascading and end-to-end

Zhttps://github.com/VIPL-SLP/VAC_CSLR
Shttps://github.com/hulianyuyy/CorrNet
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PHOENIX14T CSL-Daily
Text Augmented text Text Augmented text
Train Dev  Test Train Dev  Test Train Dev Test Train Dev Test
Sentences 7,096 519 642 | 21,288 519 642 || 184,401 1,077 1,176 | 36,802 1,077 1,176
Vocab. 2,887 951 1,001 3,770 951 1,001 2,343 1,358 1,358 2,491 1,358 1,358
#Words 99,081 6,820 7,816 | 308,198 6,820 7,816 || 291,048 17,304 19,288 | 362,778 17,304 19,288
#OOVs - 57 60 - 55 58 - 64 69 - 43 47

Table 1: Statistics of the augmented corpora

. "Sentences": the total number of sentences; "Vocab.": the number

of spoken words (for Chinese, we count characters); "#Word": the total number of words; and "#OOV": the
out-of-vocabulary words that appear in the development and test sets but are absent in the training set.

PHOENIX14T CSL-Daily

ID Systems B@4 1 B@4 1
1 Baseline 20.96 -
Explore Sign Embeddings

2 1 + Replace sign embeddings to SMKD model 24.32 15.54
2.1 1 + Replace sign embeddings to Corrnet model 24.64 13.02
22 1 + Combine all sign embeddings 24.38 13.77
Explore CTC Capacity

Hierachical encoding

3 2+ GIsCTC 24.87 16.61
3.1 1 + GIsCTC 22.40 -
32 2.1+ GIsCTC 24.70 16.43
33 2.2+ GIsCTC 23.26 14.38
4 2 + TxtCTC 25.00 15.36
5 2 4+ GIsCTC and TxtCTC 25.84 18.27
Joint decoding

6 4 + Joint decoding 25.63 15.79
7 5 + Joint decoding 26.37 19.17
Explore Transfer Learning

8 3.2 + Warm start training 24.24 17.38
8.1 8 + Fine-tuning 25.26 18.01
9 7 + Combine all sign embeddings + warm start training 27.07 20.29
Joint CTC/Attention

10 9 + Fine-tuning 27.93 22.04

Table 2: Ablation study of the proposed methods on dev sets. B@4: tokenized 4-gram BLEU.

state-of-the-art methods.*

5.1 Experimental Results

Our proposed method outperforms pure-attention
encoder-decoder models on PHOENIX14T (see
Table 3) and achieves results comparable to the
state-of-the-art on CSL-Daily, as shown in Ta-
ble 4. We conducted a series of ablation stud-
ies on their development sets, summarized in Ta-
ble 2. On PHOENIX14T, it surpasses the baseline
by 6.97 BLEU scores (Table 2: 1—10), demon-
strating its effectiveness, particularly in handling
non-monotonic alignment in SLT. Similarly, on
CSL-Daily, consistent improvements with a gain of
6.50 BLEU scores are observed (Table 2: 2—10).

*The distinction between cascading and end-to-end is in
§ 2.2. Note that scores from previous papers are reported.

5.2 Exploring Sign Embeddings

As indicated by Zhang et al. (2023), high-quality
SE benefits SLT, we explored the impact of dif-
ferent SEs on both SLR and SLT by replacing the
baseline SE. Among all SEs, the pre-trained SMKD
model shows superior performance in SLT on both
datasets. Therefore, we used the SMKD model
as the default SE in further analyses unless stated
otherwise. We also examined SLR performances
of all SEs. Interestingly, while combining all SEs
slightly improves SLR performance on CSL-Daily,
it underperforms in SLT compared to single em-
beddings such as SMKD or Corrnet (see Table 5).
Since both SMKD and Corrnet are pre-trained us-
ing gloss annotations, their sign representations
may share overlaps. In addition, glosses introduce
information loss, limiting the benefit of combining
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Methods DEV TEST
B@4 ROUGE | B@l B@2 B@3 B@4 ROUGE
Cascading
STMC-Transformer (Yin and Read, 2020) 24.68  48.70 | 50.63 38.36 30.58 25.40 48.78
ConSLT (Fu et al., 2023) 2427 4752 - - - 2548  47.65
End-to-end (Pure Attention)
Joint-SLRT (Camgoz et al., 2020) 22.38 - 46.61 33.73 26.19 21.32 -
Sign Back Translation (Zhou et al., 2021)  24.45 50.29 50.80 37.75 29.87 2434  49.54
STMC-T (Zhou et al., 2022) 24.09 4824 | 4698 36.09 2870 23.65 46.65
PET (Jin et al., 2022) - - 49.54 37.19 2930 24.02 49.97
VL-Transfer (Chen et al., 2022) 27.61  53.10 | 53.97 41.75 33.84 2839 52.65
SLTUNet (Zhang et al., 2023) 27.87 5223 | 5292 4176 3399 2847 52.11
XmDA (Ye et al., 2023) 25.86  52.42 - - - 2536  49.87
Ours (Joint CTC/Attention) 27.93 53.53 ‘ 5395 41.81 3386 2842 53.34
Table 3: Results of different systems on PHOENIX14T.
DEV TEST
Methods B@4 ROUGE | Bel B@2 B@3 B@4 ROUGE
Cascading
ConSLT (Fu et al., 2023) 14.80 41.46 - - - 14.53  40.98
End-to-end (Pure Attention)
Joint-SLRT (Zhou et al., 2021) 11.88 27.06 | 37.38 2436 1655 11.79 36.74
Sign Back Translation (Zhou et al., 2021) 20.80  49.49 | 51.42 3726 27.76 21.34  49.31
XmDA (Ye et al., 2023) 21.69  49.36 - - - 21.58 49.34
Ours (Joint CTC/Attention) 22.04 51.62 ‘ 52.37 3822 29.72 2247 51.87

Table 4: Results of different systems on CSL-Daily.

. . PHOENIX14T CSL-Daily
Sign embedding (ID) ‘ WER| B@4 | WER| B@4t
Pre-trained CNN (3.1) | 48.31 22.40 - -
SMKD (3) 21.88 24.87 | 28.48 16.61
Corrnet (3.2) 21.43 2470 | 3054 16.43
Combining All (3.3) 23.01 2326 | 28.16 14.38

Table 5: SLR performance of different sign embeddings.

these embeddings. However, as further discussed
in § 5.4, transfer learning with fine-tuning can miti-
gate this issue and enhance performance.

5.3 Exploring CTC Capacity

TxtCTC plays a crucial role in both hierarchical
encoding and joint decoding. It serves as a reorder-
ing tool for sign representations during encoding
and provides the CTC score during decoding. To
fully understand how each CTC component func-
tions and verify whether they achieve the intended
goals of length adjustment and reordering, we ex-
amined the respective contributions of GIsCTC and
TxtCTC. First, we examined how both CTCs con-
tribute to the model when only attention is used

in decoding (Table 2: explore hierachical encod-
ing). We then explored the contribution of TxtCTC
in joint decoding by performing joint decoding
without hierarchical encoding; in this case, only
TxtCTC was involved in the whole process. Fi-
nally, we evaluated the performance of hierarchical
encoding together with joint decoding.

The TxtCTC on its own appears to contribute
more to PHOENIX14T than it does to CSL-Daily
(Table 2: 3 and 4), indicating that reordering is
more critical for German sign language. Hierar-
chical encoding yields more quality gains on the
CSL-Daily dataset (Table 2: 2—5). Joint decoding
with only TxtCTC achieves 25.63 BLEU and 15.79
BLEU on PHOENIX14T and CSL-Daily, respec-
tively. This demonstrates the reordering capacity
of CTC, especially when combined with attention
mechanism for decoding, benefits SLT. Since no
gloss is involved during training in ID 6 of Table 2,
joint decoding with TxtCTC provides an alterna-
tive towards gloss-free SLT, which often struggles
with non-monotonic alignments (e.g., Gong et al.
(2024) present their gloss-free SLT achieves BLEU
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score of 25.25 and 12.23 on development sets of
PHOENIX14T and CSL-Daily). The combination
of hierarchical encoding and joint decoding boosts
SLT performance by 0.53 BLEU on PHOENIX14T
and 0.90 on CSL-Daily (Table 2: 5—7).

5.4 Exploring Transfer Learning

In § 5.2, we demonstrated that simply combining
all pre-trained SEs deteriorates SLT. We further in-
vestigated how this combination of SEs performs
when paired with augmented spoken texts in trans-
fer learning. For PHOENIX14T, we paired sign
representations from pre-trained CNNs, Corrnet,
and SMKD with pre-processed, back-translated,
and original spoken texts, respectively. For CSL-
Daily, we paired sign representations from Corrnet
and SMKD with back-translated and original texts.
As shown in Table 2, warm-start training mitigates
the limitation of combining all SEs (+ 0.98 BLEU
on PHEONIX14T, + 3.00 BLEU on CSL-Daily,
Table 2: 3.3—8). While warm-start training en-
hances SLT by sharing mixed parameters, it lacks
task-specific characteristics. To address this, we
fine-tuned using SMKD sign representations and
original spoken text. This further improves perfor-
mance (Table 2: 8—8.1 and 9—10).

Besides, the case study of translation outputs is
available in Appendix Table 8.

6 Related Work

The exploration of CTC’s latent alignment capacity
has been widely conducted in speech translation
(ST) and machine translation (MT) (Haviv et al.,
2021). In ST, several studies have explored CTC’s
potential to align and reorder spoken inputs with
their target language translations. Chuang et al.
(2021) found that CTC enhances the reordering
behavior of non-autoregressive ST. Additionally,
Zhang et al. (2022) demonstrated the effectiveness
of CTC in ST by jointly training CTC and atten-
tion mechanisms without relying on ASR transcrip-
tions. In MT, CTC has gained attention for both
non-autoregressive (Saharia et al., 2020) and au-
toregressive paradigms (Yan et al., 2023).

Despite CTC’s reordering potential, research in
SLT has underexplored this capability. In early SLT
models, CTC was adopted primarily for its ability
to align glosses with unsegmented sign video. Cam-
goz et al. (2020) pioneered SLT by jointly training
CTC and attention mechanisms with glosses and
corresponding spoken texts. Several subsequent

works (Zhou et al., 2021; Chen et al., 2022; Zhang
et al., 2023; Ye et al., 2023; Tan et al., 2024) fol-
lowed this paradigm, incorporating CTC to localize
glosses and introduce techniques such as transfer
learning and data augmentation to advance SLT.
However, in these models, CTC’s role was lim-
ited to monotonic alignment, with little focus on
its ability to reorder sequences. This approach,
while functional, led to significant limitations in
SLT. As noted by Yin et al. (2021), relying on
glosses for SLT introduces an information bottle-
neck as the multi-dimensional sign video is con-
verted into a linear gloss sequence. Additionally,
glosses are linguistic tools not typically used by
deaf and hard-of-hearing individuals for daily com-
munication (Miiller et al., 2023), further limiting
their practical utility in SLT.

Given the limitations of glosses and the resource-
intensive nature of gloss annotation (Uthus et al.,
2023), recent research has shifted towards gloss-
free SLT, which aims to translate sign video into
text without gloss. This shift introduces challenges
in aligning sign video with textual sequence. Wong
et al. (2024) addressed this with a pseudo-gloss
pretraining strategy in their Sign2GPT model for
flexible alignment. Similarly, Gong et al. (2024)
employed a Vector-Quantized visual sign module
with a Codebook Reconstruction and Alignment
module. Although gloss-free SLT has made signifi-
cant progress, these approaches have moved away
from using CTC, likely due to the assumption that
CTC mainly supports monotonic alignment with-
out fully exploring its reordering potential.

7 Conclusion

Unlike prior SLT approaches, this work revisits
the reordering capability of CTC in the context of
sign language translation (SLT). We propose a Joint
CTC/Attention framework combined with transfer
learning, leveraging CTC’s alignment and reorder-
ing capabilities for more effective SLT. Specifi-
cally, we introduce hierarchical encoding to man-
age length adjustment and reordering through the
GIsCTC and TxtCTC training criteria, effectively
addressing non-monotonic mappings in SLT. The
joint decoding facilitates dynamic interaction be-
tween CTC and attention mechanisms. Addition-
ally, transfer learning narrows the modality gap be-
tween vision (sign language) and language (spoken
text). Our proposed method achieves translation
results comparable to state-of-the-art. Moreover,
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we demonstrate the strong potential of 7xtCTC in
joint decoding without gloss regularization, pro-
viding an alternative for gloss-free SLT to tackle
non-monotonic alignments between sign language
and spoken text.

8 Limitations

The limitations of our work lie in two points. First,
data availability: beyond the inherent scarcity in
sign language research, our approach relies on
gloss and text annotations, available in only a few
datasets. This limits the scalability and advance-
ment of data-driven SLT models. Second, although
our framework shows potential for gloss-free SLT,
the current pre-trained sign embeddings still rely
on gloss supervision, potentially introducing an
information bottleneck, as discussed in § 5.2. In
future work, we aim to explore sign representation
strategies towards gloss-free SLT.
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A Appendix

Hyperparameter PHOENIX14T CSL-Daily
Nsg 3 2

Ngig 5 5

Nry 1 1

N Dec 6 6

A1 1.0 5.0

A2 1.0 2.0

A3 1.0 1.0
Linax 30 50
Attention heads 4 4
Hidden size 256 256
Feed-forward dimension 4096 4096
Activation function ReLU Softsign
Learning rate 1-1073 1-1073
Adamp (0.9,0.998) (0.9,0.998)
Initializer Xavier Xavier
Init gain 0.5 0.5
Dropout rate 0.3 0.3
Label smoothing 0.1 0.1
Batch size 64 128
#params 28.95M 28.95M

Table 6: Hyerparameters and trainable papramenters
#params of our SLT models.

Decoding Type Hyperparameter Value

Pure attention Penalty 0.6
Beam size [1,2,3,4,5,6,7,8,9, 10]
Penalty 0.6

Joint decoding ~ Beam size [1,2,3,4,5,6,7,8,9, 10]

CTC score weight 0.3

Table 7: Decoding hyperparameters for pure attention
and joint decoding methods.
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Systems

Translation Output

Examples from PHOENIX14T

dort morgen neunzehn im breisgau bis siebenundzwanzig grad

Reference ; . ;
(there tomorrow nineteen in Breisgau up to twenty-seven degrees)
Baseline morgen neungehn grad im brejsgau .bis siebenundzwanzig grad im br.eisgau.
( tomorrow nineteen degrees in Breisgau up to twenty-seven degrees in Breisgau)
Joint CTC/Attention dort morgen bis neunzehn im brf:isgal{ bis siebenundzwanzig grad
(there tomorrow up to nineteen in Breisgau up to twenty-seven degrees)
Reference morgen regnet es vor allem noch in der siidosthélfte
(tomorrow it will still be raining, especially in the southeast)
Baseline in the southeast it rains occasionally
(in the southeast it rains occasionally)
. . in der siidosthilfte regnet es ergiebig
Joint CTC/Attention (heavy rain in the southeast)
Reference in der nacht ist es teils wolkig teils klar stellenweise gibt es schauer oder gewitter
(during the night it will be partly cloudy partly clear with showers or thunderstorms in places)
Baseline in der nacht ist es teils wolkig teils klar teils wolkig mit schauern und gewittern
(at night it will be partly cloudy partly clear partly cloudy with showers and thunderstorms)
Joint CTC/Attention in der nacht teils wolkig teils klar ortlich schauer oder gewitter

(at night partly cloudy partly clear local showers or thunderstorms )

Examples from CSL-Daily

HEERTH, 122 T X B RAT .

Reference (Cake is too sweet and too much of it is not good for your health.)
| ERAH, L
EHEARA s A
Baseline (The cake is too sweet and it’s quiet.)
TR
. . BT T, B
Joint CTC/Attention (The cake is too sweet. It’s not healthy.)
T AEIMAHA -
Reference 7 o
(I volunteer to join the organization.)
Baseline BB XIS -
(I volunteer for this dangerous mission.)
. . T AESINHHEL -
Joint CTC/Attention (I volunteer for the organization.)
fbREARAB RIS
Reference (He wants to be a scientist in the future.)
. b AE LR HREER A
Baseline (He wants to do some part-time work.)
LG BRI A
Joint CTC/Attention i LU AR A

(He wants to be a science school in the future.)

Table 8: Case study of translation outputs on PHOENIX14T and CSL-Daily. Examples are from the development
sets. Sentences in bracket are our English approximation translations. Our Joint CTC/Attention with transfer
learning generally outperforms the baseline by providing translations that are more detailed, contextually accurate,
and faithful to the original semantics of the source text.
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