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Abstract

Large language models (LLMs) have demon-
strated impressive performance across various
domains. However, for clinical diagnosis,
higher expectations are required for LLM’s
reliability and sensitivity: thinking like
physicians and remaining sensitive to key
medical information that affects diagnostic
reasoning, as subtle variations can lead to
different diagnosis results. Yet, existing works
focus mainly on investigating the sensitivity
of LLMs to irrelevant context and overlook
the importance of key information. In this
paper, we investigate the sensitivity of LLMs,
i.e. GPT-3.5, GPT-4, Gemini, Claude3 and
LLaMA2-7b, to key medical information by
introducing different perturbation strategies.
The evaluation results highlight the limitations
of current LLMs in remaining sensitive
to key medical information for diagnostic
decision-making. The evolution of LLMs
must focus on improving their reliability,
enhancing their ability to be sensitive to
key information, and effectively utilizing
this information. These improvements will
enhance human trust in LLMs and facilitate
their practical application in real-world
scenarios. Our code and dataset are available at
https://github.com/chenwei23333/DiagnosisQA.

1 Introduction

Recently, Large Language Models (LLMs) have
demonstrated their capabilities in various real-
world tasks (Kocmi and Federmann, 2023; Liu
et al., 2023a). In the medical domain, many kinds
of evaluations have been proposed to assess LLMs’
understanding of medical knowledge and their ac-
curacy in medical licensing examinations. Al-
though many LLMs have achieved impressive per-
formance in these evaluations, even approaching
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Figure 1: Human doctors are sensitive to key medical
information. How do LLMs perform when key informa-
tion is perturbed?

the comprehension level of human doctors in spe-
cific tasks (Singhal et al., 2023), they have not
yet been widely adopted in real clinical scenarios
(Chung et al., 2024). One main reason is due to the
reliability and interpretability of LLM-generated
results. As illustrated in Figure 1, in the clinical di-
agnosis process, human doctors usually pay much
attention to certain key information, such as the
presence or absence of certain symptoms, and posi-
tive or negative results of certain tests. It is because
subtle changes in these key information can lead to
different diagnostic outcomes. These key medical
information include gender, age, clinical symptoms,
medical checkup results and so on. They provide
essential information for doctors to reach a more
accurate diagnosis. However, whether LLMs can
behave as human doctors to maintain the same level
of sensitivity to such key medical information, and
provide an accurate and practical assessment and
diagnosis is one of the critical factors in ensuring
their reliability.

Previous works have shown that LLMs are
sensitive to certain information. For example,
Pezeshkpour and Hruschka (2023) and Zheng
et al. (2023) observed that LLMs are sensitive
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to the order of options in multiple-choice ques-
tions (MCQs), while Shi et al. (2023) found that
LLMs can be easily distracted by irrelevant context.
However, existing works focus mainly on studying
LLMs’ sensitivity to changes on insignificant data
aspects such as the order of options in MCQs. In
real clinical practice, there are higher expectations
for the sensitivity of LLMs, i.e., LLMs need to
maintain a high level of sensitivity to key medical
information as human doctors. When key medi-
cal information changes, LLMs should be able to
detect it and ensure their responses remain sensi-
ble. This is crucial for enhancing their reliability
and increasing human trust in LLMs. Currently,
there is a lack of research on studying the sensi-
tivity of LLMs to key medical information from a
clinical perspective for evaluating the capabilities
and limitations of LLMs.

In this paper, we propose a framework, named
LLMSemEval, to evaluate the sensitivity of LLMs
to key medical information, and assess their relia-
bility for the clinical diagnosis. Then, we evaluate
LLM’s sensitivity by comparing their performance
on the original and generated derived datasets. The
results indicate that GPT-4 outperforms the other
models, but there remains a gap in its sensitivity for
real-world clinical application. Our contributions
are summarized as follows:

• We propose a LLM sensitivity evaluation
framework, named LLMSenEval, which pro-
vides a systematic approach for assessing the
sensitivity of LLMs to key medical informa-
tion in clinical diagnosis. To the best of our
knowledge, this is the first work on proposing
an evaluation framework to study the sensitiv-
ity of LLMs for clinical diagnosis.

• We propose a design schema for sensitiv-
ity evaluation, consisting of key information
and perturbation strategy. We introduce four
types of key medical information for clinical
decision-making: age, gender, clinical symp-
toms, and checkup results. For each type of
key medical information, we propose two per-
turbation strategies on change and removal.

• Moreover, we construct a diagnosis-related
QA dataset, DiagnosisQA, based on
the publicly available MedQA dataset.
By applying the proposed perturbation
strategies, we generate a series of sensitivity-
focused datasets for evaluation. The

dataset has been publicly available on Github:
https://github.com/chenwei23333/DiagnosisQA.

• The experimental results reveal that all
the evaluated LLMs, including the best-
performing GPT-4, have limitations in their
sensitivity to key medical information. These
findings point to new directions for develop-
ing more reliable medical LLMs.

2 Related Work

2.1 LLM Evaluation in the Medical Domain
The widespread adoption of LLMs (Brown et al.,
2020; OpenAI, 2023; Ouyang et al., 2022) has re-
cently attracted much interest in evaluating their
performance for various applications. For medical
domain, Meng et al. (2022) proposed a biomedical
knowledge probing benchmark MedLAMA, and
evaluated the medical knowledge understanding of
multiple pre-trained large language models. Sing-
hal et al. (2023) tested the performance of LLM
on factuality, comprehension, reasoning, possible
harm and bias. Zhou et al. (2024) investigated
the degree and coverage of LLMs in encoding and
mastering medical knowledge at four facets.

In addition to evaluating their capabilities of
understanding medical knowledge, some assess-
ments are conducted to determine whether LLMs
can pass medical licensing examinations and tackle
real-world clinical problems. Liévin et al. (2022)
conducted an evaluation using the US Medical
Licensing Examination and found that GPT-3.5
reaches the passing score. Moreover, Cai et al.
(2023) proposed a Chinese medical examination
benchmark, MedBench, for assessing the reason-
ing abilities of LLMs. Liu et al. (2023b) proposed
CMExam, based on the Chinese National Medi-
cal Licensing Examination, and tested the perfor-
mance of multiple general and medical domain-
specific LLMs. However, although LLMs are able
to achieve promising performance on many med-
ical benchmarks, they still face many challenges
for real-world applications, including issues on re-
liability and interpretability (Zhang et al., 2023;
Zhou et al., 2024; Cai et al., 2023), and there is a
lack of research focusing on sensitivity in medical
applications.

2.2 Sensitivity Evaluation of LLMs
Many studies and practices have observed the lim-
itations in the sensitivity of LLMs. In general,
LLMs are sensitive to prompts, instructions and
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Figure 2: The proposed framework LLMSenEval for LLM sensitivity evaluation.

assigned roles to the extent that the inclusion of a
sentence conveying reward or penalty in the prompt
can affect their performance (Bsharat et al., 2024;
Xu et al., 2023; Li et al., 2023).

Recent studies have shown that LLMs are sensi-
tive to small changes in input context. Pezeshkpour
and Hruschka (2023) observed that LLMs are sen-
sitive to the order of options in multiple-choice
questions, and Zheng et al. (2023) pointed out that
LLMs may exhibit a preference for specific options.
Moreover, Shi et al. (2023) found that LLMs can
be easily distracted by irrelevant context.

Currently, the existing sensitivity studies mainly
focus on how LLMs react to changes on insignif-
icant data aspects. However, in clinical scenarios,
apart from being undistracted by irrelevant infor-
mation, a reliable LLM needs to be highly sensitive
to important information. To our best knowledge,
there is currently no related study on the evaluation
of the sensitivity of LLMs to key medical informa-
tion for clinical decision-making.

3 Proposed Framework

In this section, we propose an evaluation frame-
work for LLM sensitivity, called LLMSenEval. As
illustrated in Figure 2, the LLMSenEval consists
of four steps: Design, Generate, Test and Evaluate.

3.1 Design

In the Design, we propose a design schema, consist-
ing of key information and perturbation strategy.

Key Information. It is crucial to identify
the required key information for clinical diagno-
sis. In the proposed framework, gender, age,
symptoms and checkup results are identified
as key medical information, denoted as K =

{kgender, kage, ksymptom, kcheck}. Gender and age
are fundamental demographic characteristics in
medical research, closely related to the occurrence
and prognosis of numerous diseases. Clinical symp-
toms directly reflect a patient’s physical condition,
providing vital clues to narrow down the range of
possible medical conditions of the patient. Com-
bined with the medical checkup results, a compre-
hensive assessment and diagnosis can then be made.
Overall, these key information provide important
clues for doctors to make a correct diagnosis.

Perturbation Strategy. Perturbing the key infor-
mation is the basis for investigating the sensitivity
of LLMs. We propose two perturbation strategies,
namely key information change and key informa-
tion removal, which are denoted as P . Based on
the DiagnosisQA dataset, the details and examples
of these strategies for perturbing each type of key
medical information are shown in Table 1.

3.2 Generate
Given a clinical diagnosis dataset D containing n
documents, denoted as D = {d1, d2, ..., dn}, we
extract the key information values for each doc-
ument di (1 ≤ i ≤ n) to generate a key-value
dictionary Info as follows:

Info = {k : Vk}, (1)

where k ∈ K is one of the four types of key medi-
cal information, and Vk is the corresponding value
of k extracted from di. In our work, the values of
key medical information are extracted using regu-
lar expression matching and keyword recognition
(Chapman et al., 2001).

Then, we apply the perturbation strategies
P to the key medical information K. The
document generated by perturbing the key
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Key Medical
Information

Perturbation
Strategy

Method Example
Derived
Dataset

Gender
Gender Change Swap the gender female -> male DGC

Gender Removal Use gender-neutral words man -> patient DGR

Age
Age Change Increase/decrease by 20% 10->12 DAC

Age Removal Delete patient age 2-year-old boy -> boy DAR

Symptom
Symptom Change Swap presence/absence with -> without DSC

Symptom Removal Delete one clinical symptom fever ∧ cough -> cough DSR

Checkup
Results Change Alter examination results (+) -> (-) DCC

Results Removal Delete one result CT reveals... -> None DCR

Table 1: Perturbation strategies on key medical information in the experiments.

information k ∈ K using perturbation strat-
egy p ∈ P is denoted as dkpi ∈ Dkp. As a
result, we obtain eight derived datasets: D′ =
{DGC , DGR, DAC , DAR, DSC , DSR, DCC , DCR}
after applying the two perturbation strategies to the
four types of key information.

3.3 Test
In this step, we evaluate the initial clinical diag-
nosis dataset D and the derived datasets D′. The
input of LLMs is structured into prompt, instruc-
tion, question and options.

Prompt. The input prompt includes the role
(who you are), the task (what the input is) and the
requirement (how to do). For clinical diagnosis,
the prompt is written as "You are a medical expert.
The following is a medical exam question. Please
give the correct option and the corresponding ex-
planation.".

Instruction. The instruction is given as "Return
the result in JSON format with the following keys:
Answer, Explanation.", which specifies the return
format of LLMs.

Question and Options. The question and op-
tions are obtained from the QA question contents
in D and its derived datasets D′.

3.4 Evaluate
The final step is to evaluate the responses using
multiple metrics.

Evaluation Principle. The capabilities of LLMs
can be evaluated from different perspectives. For
example, comprehension and reasoning can assess
their overall performance in understanding instruc-
tions and providing accurate predictions. Besides,
sensitivity can be evaluated based on both changes
in key information and less significant changes. A
reliable LLM should be responsive to changes in

key information while maintaining stability under
unimportant variations.

Response Evaluation. The ideal response
should be a JSON-formatted string with the fol-
lowing information: question, options, answer and
explanation, each containing a non-empty value.
However, some responses do not follow the given
instructions, and they just return the answer in plain
text format. Therefore, there is a need to preprocess
the responses through regular expression matching
to extract the answer in the required format.

As illustrated in Figure 3, a valid response is a
non-empty response, with the answer option cho-
sen from the candidate options. In contrast, an
invalid response occurs when LLMs refuse to pro-
vide a response, resulting in the "Answer" and "Ex-
planation" fields being set to null. Additionally, if
the responses do not include any options or diag-
noses that match the candidate options, the values
of "Answer" and "Explanation" are also set to null.
When computing the metrics, such as accuracy,
both valid and invalid responses are included, and
empty responses are considered as wrong answers.

4 Experiments

In this section, we discuss the experiments on eval-
uating the sensitivity of LLMs for clinical diag-
nosis based on the proposed LLMSenEval frame-
work. We first adopt the four types of key medical
information discussed in the framework and pro-
pose two perturbation strategies. We then construct
the DiagnosisQA dataset and generate the derived
datasets for evaluation. After that, we select the
LLMs for testing and define the metrics for evalu-
ating the models’ performance.
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Figure 3: Valid and invalid responses from LLMs.

Dataset # Total # 5-Option # 4-Option

DiagnosisQA 4,603 3,696 907

DGC , DGR 3,965 3,236 729
DAC , DAR 4,008 3,342 666
DSC , DSR 3,463 2,731 732
DCC , DCR 3,439 2,903 536

Table 2: Statistics of the DiagnosisQA dataset and eight
derived datasets.

4.1 Dataset Generation

In the experiments, we construct a diagnosis-
related QA dataset based on the MedQA dataset
(Jin et al., 2021), by filtering out QA questions re-
lated to fundamental concepts and retaining those
on case-based scenarios. Each case-based QA ques-
tion provides details about patient symptoms, and
checkup results, and concludes with "What is the
most likely diagnosis?".

As a result, we obtain a dataset, named Diag-
nosisQA dataset, comprising 4,603 QA questions.
Each question is accompanied by four or five candi-
date options. After applying perturbation strategies
on DiagnosisQA, we obtain eight derived datasets.
The QA questions that could not be perturbed due
to missing key information are not included in
the derived datasets. The statistics of the derived
datasets are shown in Table 2.

Furthermore, we annotate the derived datasets
with the help of four professional physicians and ex-
perts, confirming that the answers to each question
in these datasets have been reviewed and corrected
by human doctors, thereby ensuring the correctness
and testability of the QA questions.

4.2 Selection of LLMs for Testing

We select five state-of-the-art LLMs for evalua-
tion. From the GPT series, we choose the ex-
tensively evaluated versions: GPT-3.5-Turbo-0613
and the latest GPT-4-Turbo-2024-04-09. From the
LLaMA series, we select LLaMA2-7b-chat (Tou-
vron et al., 2023). Additionally, we also include
Google’s Gemini-Pro and Anthropic’s Claude-3-
haiku-20240307 for testing in the experiments.

For LLaMA2-7b-chat, we perform local deploy-
ment and inference. For the other models, we use
APIs to invoke the service. All the model parame-
ters are set with temperature of 0 and token limit
of 1024. All the questions from the DiagnosisQA
dataset and derived datasets are used for testing in
the experiments.

4.3 Evaluation Metrics

In the experiments, we evaluate the LLM’s perfor-
mance in their capability and sensitivity. To do this,
we use four standard evaluation metrics, namely
accuracy, macro precision, macro recall and macro
F1-score. Among them, accuracy is used as the
primary metric for sensitivity evaluation.

Moreover, we also introduce two additional met-
rics to better evaluate the LLM’s capability on its
instruction understanding and instruction follow-
ing. The first metric is the response rate (RR),
which measures the number of valid responses of
the model. The second metric is the followed-
instruction rate (FIR), which evaluates how well
the model follows the given instructions. These
two metrics are defined as:

RR =
#validR

N
, (2)

FIR =
#followedInstructionR

#validR
, (3)
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Metrics GPT-3.5 GPT-4 Gemini LLaMA2-7b Claude3

Accuracy 61.38 78.95 64.39 24.74 65.37
Precision 58.32 68.78 62.00 28.00 58.80
Recall 54.69 65.43 53.74 18.89 53.67
F1-score 55.14 67.03 57.31 16.44 55.92

RR 99.95 96.00 96.83 97.84 94.92
FIR 98.92 99.98 68.43 0 94.03

Table 3: Performances results (%) of LLMs on the DiagnosisQA dataset without any perturbations. The results are
obtained from an average of two trials. The best scores are in bold, and the second-best scores are underlined.

where N is the total number of responses,
#validR is the number of valid responses, and
#followedInstructionR is the number of valid
responses that follows the instructions.

5 Performance Analysis on DiagnosisQA

Table 3 shows the overall performance results of
LLMs on DiagnosisQA dataset without any per-
turbations. GPT-4 exhibits the highest accuracy
at 78.95%, significantly outperforming the second-
ranked Claude3 by 13.58%, highlighting its su-
perior performance on medical diagnosis tasks.
Furthermore, GPT-4 also demonstrates robust re-
sults in precision, recall and F1-score with 68.78%,
65.43% and 67.03%, respectively, all of which
also surpass the other models, indicating a well-
balanced capability in both precision and recall.
In contrast, LLaMA2-7b, likely due to its smaller
parameter size, achieves much lower scores, with
24.74% in accuracy. Other models, such as Gemini
and GPT-3.5, show moderate performance, with
Gemini achieving an accuracy of 64.39% and GPT-
3.5 reaching 61.38%.

In addition to these metrics, Table 3 also shows
the performance results in RR and FIR. All models
show high response rate, exceeding 94%. How-
ever, in terms of adherence to the given instructions,
GPT-4 demonstrates an FIR of 99.98%, the highest
among the five models. Conversely, LLaMA2-7b
scores 0% in FIR, indicating its responses require
more post-processing, as it fails to generate the
instructed formatted outputs.

Overall, GPT-4 demonstrates the best overall
performance based on DiagnosisQA, with its sig-
nificantly higher accuracy and strict adherence to
specified formats, showcasing its strong potential
to serve as a medical AI assistant.

6 Sensitivity Analysis on Derived Datasets

To evaluate the sensitivity of LLMs, we conduct
further experiments on eight derived datasets. Each
dataset, based on manual annotation, contains two
categories of questions. The first category is called
Same Answer Subset (SAS), where the correct an-
swers to the QA questions remain unchanged after
perturbations, as the diagnosis results are not af-
fected by changes in specific key information. The
second category is called Different Answer Subset
(DAS), where the correct answers are changed due
to the influence of perturbations. In these questions,
the correct answers are updated to other correct op-
tions. In addition, as some perturbed questions do
not contain the correct answer option, we add an
additional option "None of the above". Further-
more, some perturbed questions introduce logical
inconsistency for medical diagnosis, for instance,
after a gender swap, the patient’s gender will no
longer align with the organs or diseases mentioned
in the question. As such, we add another option
"The question contains inconsistency" to indicate
such situations.

Overall, each QA question contains only one
correct answer. Note that it is important to distin-
guish the difference between these two categories
of questions. For example, a patient’s gender may
not affect the diagnosis of a common illness like
cold, while a patient’s symptoms or checkup results
can significantly influence the diagnosis results.

Following this, we conduct experiments to in-
vestigate sensitivity from two perspectives. First,
we evaluate whether LLMs have low sensitivity
to questions in the Same Answer Subset (SAS) by
measuring the change in accuracy before and af-
ter perturbations. A smaller difference indicates
lower sensitivity, as these changes do not affect the
final diagnosis results. Ideally, the accuracy should
remain stable in this subset, as the correct diagno-
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sis is not affected by the perturbations. Second,
we evaluate whether LLMs have high sensitivity
to questions in the Different Answer Subset (DAS)
by measuring their accuracy. Higher accuracy in-
dicates greater sensitivity to the changes, as the
pertubations directly impact the correct answer.

6.1 Sensitivity Analysis on Gender

Table 4 shows the analysis results on gender. After
applying gender change and removal perturbations,
most question answers remain unchanged, as re-
flected in the Same Answer Subset. For this subset,
the accuracy of LLMs varies, with some LLMs
showing improvements while others degrading the
performance. GPT-3.5 exhibits low sensitivity to
gender changes and removals, as the ∆ accuracy
lies within its standard error of 0.49%. In contrast,
GPT-4 shows the most significant changes among
the models. Its ∆ accuracy increases by 1.45%
when gender is changed and by 1.98% when the
gender is removed.

Subset SAS DAS

Perturbation
(Total)

Change Removal Change Removal

(3,587) (3,961) (378) (4)

Metric SE ∆ accuracy accuracy

GPT-3.5 ±0.49 -0.06 +0.22 0 0
GPT-4 ±0.22 +1.45 +1.98 32.01 0
Gemini ±0.35 -1.31 -1.11 0.79 0
Claude3 ±0.22 -0.06 +0.33 1.32 0
LLaMA2 ±0.41 +0.36 +1.06 0 0

Table 4: The sensitivity results on gender. ∆ indicates
the difference in accuracy (%) before and after perturba-
tions. The results on SAS that are within the SE range
are highlighted in bold. The best results on DAS are
underlined.

For the Different Answer Subset, where perturba-
tions result in changes to the correct answers, GPT-
4 displays exceptional sensitivity. GPT-4 is able
to identify such changes, answering 121 questions
from 378 questions correctly with an accuracy of
32.01%, far surpassing other models such as Gem-
ini and Claude3, which can only answer 3 and 5
questions correctly, respectively.

6.2 Sensitivity Analysis on Age

Table 5 shows the analysis results on age. For
the Same Answer Subset, all models consistently
exhibit low sensitivity to both age changes and re-

Subset SAS DAS

Perturbation
(Total)

Change Removal Change Removal

(4,004) (3,986) (4) (22)

Metric SE ∆ accuracy accuracy

GPT-3.5 ±0.49 +0.47 -0.23 25.00 0
GPT-4 ±0.22 +0.38 -1.20 50.00 0
Gemini ±0.35 -0.35 -0.85 0 0
Claude3 ±0.22 +0.25 -0.40 25.00 4.55
LLaMA2 ±0.41 +0.47 -0.45 0 0

Table 5: The sensitivity results on age.

movals. Among them, the ∆ accuracy of GPT-3.5
remains within the standard error range under both
change and removal perturbations. Although the ∆
accuracy of other models exceeds their standard er-
ror ranges, most deviations are below 0.5%, except
in the case of age removal, where Gemini shows a
decrease of 0.85% in ∆ accuracy and GPT-4 expe-
riences a decline of 1.2%.

For the Different Answer Subset, due to the lim-
ited total number of related samples, GPT-4 can
correctly answer 2 questions from 4 questions (i.e.,
50%) under age change perturbation, while GPT-
3.5 and Claude3 can only answer 1 question cor-
rectly with an accuracy of 25%. For age removal
perturbation, Claude3 is the only model that can
answer a question correctly from 22 questions (i.e.,
4.55%), while all the other models are unable to
answer any questions correctly. Overall, GPT-4
shows the highest sensitivity to age changes among
the LLM models, while Claude3 achieves the high-
est sensitivity to age removal.

6.3 Sensitivity Analysis on Symptom

Table 6 shows the analysis results on symptom. For
the Same Answer Subset, Gemini shows a dras-
tic decrease in ∆ accuracy, dropping by 4.69%
for symptom changes and 2.34% for removals.
This shows its high sensitivity to symptom-related
changes that should not influence the final diagno-
sis. In contrast, GPT-3.5 demonstrates the most sta-
ble performance, with a small decrease of 0.23% in
∆ accuracy for symptom changes, and an increase
of 0.24% after symptom removal, both falling
within its standard error range. The analysis re-
sults have suggested that GPT-3.5 is less sensitive
to symptom changes that are unrelated to diagnosis
results compared to other models.

For the Different Answer Subset, GPT-4 outper-
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Subset SAS DAS

Perturbation
(Total)

Change Removal Change Removal

(542) (2,395) (2,921) (1,068)

Metric SE ∆ accuracy accuracy

GPT-3.5 ±0.49 -0.23 +0.24 0.10 1.97
GPT-4 ±0.22 +1.88 -0.70 3.08 3.65
Gemini ±0.35 -4.69 -2.34 1.37 3.75
Claude3 ±0.22 -1.41 -1.88 0.86 0.94
LLaMA2 ±0.41 -5.87 -4.93 0.03 0.47

Table 6: The sensitivity results on symptom.

forms other models, correctly answering 90 ques-
tions from 2,921 questions (i.e., 3.08%) for symp-
tom change. In terms of symptom removal, Gemini
can correctly answer 40 questions from 1068 ques-
tions (i.e., 3.75%), slightly surpassing GPT-4’s ac-
curacy of 3.65%. The results indicate that GPT-4 is
most sensitive to symptom changes, while Gemini
is most sensitive to symptom removal. Other mod-
els, such as LLaMA2 and Claude3, show difficulty
in achieving good performance after perturbations.

6.4 Sensitivity Analysis on Checkup

Table 7 shows the analysis results on checkup. For
the Same Answer Subset, GPT-4 exhibits a slight in-
crease of 0.37% in ∆ accuracy for checkup changes
and a good performance for checkup removals.
This suggests that GPT-4 achieves low sensitivity to
irrelevant checkup perturbations. In contrast, GPT-
3.5 and Claude3 experience more noticeable accu-
racy changes, particularly GPT-3.5, which shows a
decrease of 4.26% for checkup changes and 5.90%
for removals in ∆ accuracy, indicating high sen-
sitivity to information that should not impact the
diagnosis results.

Subset SAS DAS

Perturbation
(Total)

Change Removal Change Removal

(1,719) (3,028) (1,720) (411)

Metric SE ∆ accuracy accuracy

GPT-3.5 ±0.49 -4.26 -5.90 0.52 4.14
GPT-4 ±0.22 0 +0.37 4.13 5.25
Gemini ±0.35 -2.50 -2.68 1.74 2.19
Claude3 ±0.22 -1.83 -0.31 0.87 1.70
LLaMA2 ±0.41 -0.06 -1.76 0.23 0.73

Table 7: The sensitivity results on checkup.

For the Different Answer Subset, GPT-4 once
again stands out, correctly answering 71 and 22
questions from 1720 checkup change questions
and 411 checkup removal questions, with an accu-
racy of 3.08% and 3.65%, respectively. The results
demonstrate GPT-4’s ability to accurately detect
significant checkup changes, suggesting it main-
tains the high sensitivity in scenarios where the
diagnosis is affected by checkup changes.

7 Discussion

Figure 4 shows the overall sensitivity performance
of five LLMs. The bar chart illustrates the average
∆ accuracy under two perturbations for each model
on the Same Answer Subset across the four kinds
of key medical information. Meanwhile, the line
chart depicts the total number of correct answers
provided by the LLMs in the Different Answer Sub-
set.

From the perspective of whether LLMs have
low sensitivity to questions in the Same Answer
Subset, GPT-3.5 is less sensitive to gender, age and
symptom information, while GPT-4 is less sensitive
to checkup.

From the perspective of whether LLMs have
high sensitivity to questions in the Different Answer
Subset, GPT-4 stands out with the highest number
of correct answers (345), while Gemini follows
with 122 correct answers.

Overall, The results demonstrate GPT-4’s high
sensitivity to changes in key medical information
that can alter diagnosis results, while maintaining
moderate sensitivity to changes that do not affect
diagnosis results. Gemini ranks as the second-best
model in terms of sensitivity for the Different An-
swer Subset; however, it also shows high sensitivity
to less important changes, particularly symptom-
related changes, which negatively impacts the ro-
bustness of the LLM. In contrast, Claude3 shows
low sensitivity to the less important changes, but it
also shows low sensitivity to the perturbations that
affect diagnosis results, suggesting it may pay less
attention to details.

However, even though GPT-4 has the highest
sensitivity to important changes in key medical
information among all models, demonstrating its
potential as a medical diagnosis AI assistant, there
remains a significant gap in its reliability when ap-
plied to real-world scenarios, as the accuracy only
achieves 5.28% (totally answering 345 questions
from 6,528 questions correctly). Not to mention,
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Figure 4: The overall sensitivity performance of five LLMs. The bar chart shows the average difference in accuracy
on the Same Answer Subset, and the line chart shows the total correct answers provided by the LLMs on the
Different Answer Subset.

GPT-4 is the most sensitive to gender perturbations
among five LLMs. In conclusion, there is still a
long way to go in reducing the sensitivity of LLMs
to unimportant perturbations while enhancing their
sensitivity to crucial ones.

8 Conclusion

In this paper, we investigated the sensitivity of
large language models (LLMs) to key medical in-
formation in clinical diagnostic decision-making.
Our work is the first to explore the limitations of
LLM’s sensitivity from a clinical perspective. First,
we proposed a LLM sensitivity evaluation frame-
work, within which we introduced four types of
key medical information and designed two kinds
of perturbation strategies. Based on this frame-
work, we constructed a diagnosis-related dataset,
DiagnosisQA, along with eight derived datasets.
We then evaluated five state-of-the-art LLMs on
these datasets. The evaluation results reveal the
limitations in large language model’s ability to ef-
fectively capture key medical information. Most
LLMs exhibit poor sensitivity to the key medical
information. Although large language models can
achieve good performance on medical benchmarks,
they still have substantial limitations in their sensi-
tivity to key information in clinical diagnosis.

9 Limitation

The dataset employed in the experiment was refined
from MedQA. While these case-based QA ques-
tions closely resemble actual Electronic Medical
Records (EMRs) used in clinical diagnosis, there
are notable differences: (1) the information within
the QA questions has been expert-validated and is
highly relevant to problem-solving, whereas clini-

cal EMRs in practice are generally longer and more
comprehensive; (2) QA questions cover a limited
number of diagnoses, leaving many common diag-
noses uncovered, and the sensitivity of uncovered
diagnoses is not investigated. Consequently, this
presents a significant challenge for large language
models. When applying LLMs to clinical practice,
there remains a gap compared to our investigated
results.

The decision-making process in clinical diagno-
sis is highly sensitive to numerous crucial factors.
In this context, we have only discussed four key
medical information elements: gender, age, symp-
toms, and checkup results. However, there are
other aspects not covered, such as family medical
history. All of this information plays a pivotal role
in guiding doctors to make accurate diagnosis.
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A The Impact of Prompts

To investigate the effects of prompts, we conduct a
comparative experiment on the DiagnosisQA with
empty prompt in the model input, but keeping the
fields on Instruction, Question and Options. The
results are shown in Figure 5.

Figure 5: The impact of prompts on the performance of
LLMs on the DiagnosisQA dataset.

Overall, the use of prompts leads to a general
improvement in the performance of all LLMs, indi-
cating that prompts play a vital role in enhancing
the understanding capability of LLMs. By incorpo-
rating elements such as the role, task and require-
ments. Specifically, for those LLMs with good
performance, prompts bring a certain improvement.
However, for the model with smaller parameters,
i.e. LLaMA-7b, its performance drops sharply
without prompts. Without prompts, LLaMA-7b
can hardly understand the model input.

B Case Study

To demonstrate the impact of key medical infor-
mation on diagnosis, we give an example from
DiagnosisQA, illustrated in Table 8. The gender
change perturbation is applied to the question. The
original question involves a female patient, and
the gender change perturbation causes a conflict
between the patient’s gender and situation. Conse-
quently, the correct answer becomes "The question
contains inconsistencies". In the evaluation, we
find that both GPT-4 and Gemini select option F
and note the conflict between the male patient and
the described symptoms and candidate diseases in
their explanations. They also recommended patient
to take further examinations. However, GPT-3.5
and Claude3 did not recognize this issue.
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Original With Gender Change Perturbation

Question

A 14-year-old girl is brought to the
pediatrician by her mother. The girl’s
mother states that she began having her
period 6 months ago. The patient states
that after she first period she has had a
period every 10 to 40 days. Her menses
have ranged from very light flow to in-
tense and severe symptoms. Otherwise,
the patient is doing well in school, is on
the track team, and has a new boyfriend.
Her temperature is 98.1°F (36.7°C),
blood pressure is 97/58 mmHg, pulse is
90/min, respirations are 14/min, and
oxygen saturation is 99% on room air.
Physical exam demonstrates an obese
girl but is otherwise within normal limits.
Which of the following is the most
likely diagnosis?

A 14-year-old boy is brought to the
pediatrician by his mother. The boy’s
mother states that he began having his
period 6 months ago. The patient states
that after his first period he has had a
period every 10 to 40 days. His menses
have ranged from very light flow to in-
tense and severe symptoms. Otherwise,
the patient is doing well in school, is on
the track team, and has a new girlfriend.
His temperature is 98.1°F (36.7°C),
blood pressure is 97/58 mmHg, pulse is
90/min, respirations are 14/min, and
oxygen saturation is 99% on room air.
Physical exam demonstrates an obese
boy but is otherwise within normal limits.
Which of the following is the most
likely diagnosis?

Options

A. Normal development [Correct Answer Before Perturbation]
B. Polycystic ovarian syndrome
C. Pregnancy
D. Premenstrual dysphoric disorder
E. Premenstrual tension
F. The question contains inconsistencies [Correct Answer After Perturbation]

GPT-4

F. The scenario describes a 14-year-old boy experiencing menstrual periods, which
is physiologically impossible as males do not have the reproductive organs ne-
cessary for menstruation. The presence of ’periods’ in a male patient suggests a
different underlying issue that may be related to hormonal imbalances, endocrine
disorders, or other medical conditions that need to be investigated further. None of
the provided options (A-E) are applicable to a male patient experiencing these
symptoms. "

GPT-3.5

B. The most likely diagnosis in this case is polycystic ovarian syndrome (PCOS).
PCOS is a hormonal disorder that affects women of reproductive age. It is charac-
terized by irregular menstrual periods, which can range from very light flow to
intense and severe symptoms. Other common symptoms of PCOS include obesity.
The patient’s age, irregular periods, and obesity are all suggestive of PCOS. The
other options are less likely based on the given information. %

Gemini

F. The question contains inconsistencies. The patient is a 14-year-old boy who
has been having menstrual periods for 6 months. This is not normal development,
as boys do not typically have periods. Polycystic ovarian syndrome, pregnancy,
premenstrual dysphoric disorder, and premenstrual tension are all conditions that
can cause irregular periods in women, but they are not typically seen in boys. The
patient should be evaluated further to determine the cause of irregular periods. "

Claude3

B. Polycystic ovarian syndrome (PCOS) is a common endocrine disorder that affects
women of reproductive age. It is characterized by irregular periods, excess androgen
levels, and the presence of cysts on the ovaries. PCOS can cause a variety of symp-
toms, including acne, hirsutism, weight gain, and infertility. In this case, the patient
is a 14-year-old boy who has been having irregular periods for the past 6 months. He
is also obese, which is a common symptom of PCOS. %

Table 8: A case study of the perturbed questions with the answer of "The question contains inconsistencies".
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