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Abstract

The rapid evolution of Natural Language Pro-
cessing (NLP) has favoured major languages
such as English, leaving a significant gap for
many others due to limited resources. This
is especially evident in the context of data an-
notation, a task whose importance cannot be
underestimated, but which is time-consuming
and costly. Thus, any dataset for resource-poor
languages is precious, in particular when it is
task-specific. Here, we explore the feasibility
of repurposing an existing multilingual dataset
for a new NLP task: we repurpose a subset
of the BELEBELE dataset (Bandarkar et al.,
2023), which was designed for multiple-choice
question answering (MCQA), to enable the
more practical task of extractive QA (EQA)
in the style of machine reading comprehen-
sion. We present annotation guidelines and
a parallel EQA dataset for English and Mod-
ern Standard Arabic (MSA). We also present
QA evaluation results for several monolingual
and cross-lingual QA pairs including English,
MSA, and five Arabic dialects. We aim to
help others adapt our approach for the remain-
ing 120 BELEBELE language variants, many of
which are deemed under-resourced. We also
provide a thorough analysis and share insights
to deepen understanding of the challenges and
opportunities in NLP task reformulation.

1 Introduction

Recent years have brought about very fast devel-
opments in Natural Language Processing (NLP).
However, this progress has not been equal for
all languages, and most research has focused on
English and a handful of other languages, with
the vast majority of other languages being over-
looked (Joshi et al., 2020; Rehm and Way, 2023).
This is mainly due to the lack of data resources,
which hampers the development of NLP tools for
these languages. While many resources have been
developed for some languages, they are often for

very specific tasks, and for very specific formula-
tions of these tasks.

Starting from a motivation of creating cross-
lingual Question Answering (QA) datasets for an
under-resourced pair, Dialectal Arabic (DA) —Mod-
ern Standard Arabic (MSA), we explore the possi-
bility of re-purposing the multilingual BELEBELE
dataset (Bandarkar et al., 2023), which was created
for the task of multiple-choice question answering,
to be suitable for extractive question answering in
the style of machine reading comprehension.

In the field of Question Answering, there are
a number of different ways to answer a ques-
tion (Wang, 2022), e.g., (a) multiple-choice QA
(MCQA) with answer choices, and context pro-
vided, (b) extractive QA (EQA) with context pro-
vided, (c) abstractive QA with context provided,
and (d) open-ended QA with no context provided.
An interesting research question is whether we can
traverse between them, i.e., if we have a resource
for one QA task, can we repurpose it easily for a
different reformulation of the task? Here we study
this research question, in the context of transfer-
ring from MCQA to EQA, as we deem EQA more
useful in real-world applications where the correct
answer is often not known. Our contributions are:

* We explore the possibility for repurposing a
MCQA dataset as an EQA dataset.

* We create and release a new parallel EQA
dataset for MSA and English (EN).

* We provide a dialectal Arabic QA benchmark
by evaluating our EQA system’s performance
on monolingual and cross-lingual QA pairs of
{EN, MSA}-{EN, MSA, five DAs}.

* We provide guidelines and a strong foundation
for creating EQA datasets for the remaining
120 BELEBELE languages.

* We perform careful analysis and discuss the

lessons learned as a guide for future research
in repurposing NLP datasets.
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2 Related Work

2.1 Multilingual QA Datasets

Numerous multilingual QA datasets have already
been developed e.g., XQUAD (Artetxe et al., 2020),
TyDi QA (Clark et al., 2020), and MLQA (Lewis
et al., 2020), which focus on extractive-based QA.
The recent ArabicaQA dataset (Abdallah et al.,
2024) represents a significant leap forward, being
the first large-scale dataset specifically designed for
Arabic QA: it has over 89k questions, derived from
a diverse set of Standard Arabic documents, pro-
viding a robust platform for advancing Arabic NLP,
particularly in the context of large language mod-
els. Additionally, alternative formats of multilin-
gual QA have been explored, including open-ended
QA with Mintaka (Sen et al., 2022) and MCQA
with BELEBELE (Bandarkar et al., 2023). With the
exception of BELEBELE, these datasets encompass
a relatively narrow range of languages and do not
include Arabic dialects. To address this gap, we
propose leveraging the BELEBELE dataset, to en-
able the inclusion of its dialectal content into a new
parallel DA — MSA/EN dataset.

2.2 Converting MCQA Datasets

Some attempts have been made to convert existing
datasets into a different format. Specifically for QA,
there has been conversion of MCQA datasets into
natural language inference (NLI) (Demszky et al.,
2018; Khot et al., 2018): the premise is taken from
the context paragraph, the correct choice is used
as an entailment label, and the other choices are
used as neutral or contradictory. Both approaches
require effort to rephrase the question into a state-
ment, e.g., using rule-based methods (Demszky
et al., 2018) or human annotation (Khot et al.,
2018). Hadifar et al. (2023) introduced a new
dataset specifically designed for the educational
setting, focusing on converting between multiple-
choice and open-ended question formats. Auto-
matically generating MCQA has also been ex-
plored (Mitkov and Ha, 2003; Kurdi et al., 2020;
Ai et al., 2015; Karamanis et al., 2006), where the
challenge is to generate distractor choices.

To our knowledge, there is no previous work on
converting MCQA to EQA datasets. In this paper,
we investigate the feasibility of such a task with an
eye towards future automation of the process.

2.3 A Note on Arabic and its Dialects

The Arabic language is a family of variants, among
which Modern Standard Arabic (MSA) is the Arab
world’s shared language of culture, media, and ed-
ucation. However, MSA is not the native language
of any speaker of Arabic, whose day-to-day lan-
guage is typically a local variety, i.e., Dialectal
Arabic (DA) that can be quite different from MSA
and other dialects (Salameh et al., 2018). MSA and
DA coexist in what is called a diglossic relation-
ship where different variants are used in different
contexts (Ferguson, 1959). In the context of Ara-
bic QA, there are many efforts that focus primarily
on MSA (Shaheen and Ezzeldin, 2014; Mozannar
et al., 2019; Biltawi et al., 2021; Alwaneen et al.,
2022). A recent exception is the work of Faisal
et al. (2021), which works on spoken dialectal QA
and includes Arabic among other languages.

The common wisdom in Arabic NLP is that sys-
tems should be robust to handling DA forms, but
should generate output primarily in MSA. This
is reasonable for QA in particular, given the rela-
tively larger trusted content in MSA compared to
DA which dominates social media. As such, in
this paper, we focus on modeling QA that accepts
questions in a range of dialects and provides an-
swers in standard languages (MSA and EN). We
selected the following five representative dialects
from across the Arab world to work with: Egyptian
(arz), Iragi (acm), Moroccan (ary), Gulf (Najdi;
ars), and Levantine (North; apc).

3 MCQA-to-EQA Conversion Challenges

3.1 Belebele Dataset

BELEBELE (Bandarkar et al., 2023) is an open-
source multiple-choice machine reading compre-
hension (MRC) dataset that covers 122 languages
and language variants, including English, MSA,
and five Arabic dialects. Each question is based on
a short passage from the Flores-200 dataset (Team
et al., 2022) and has four multiple-choice answers,
with the correct answer identified. This benchmark
dataset enabled the evaluation of natural language
understanding (NLU) across high/medium/low-
resource languages and language variants.

With respect to the style of the dataset content,
the creators of the BELEBELE dataset indicated that
they selected multiple-choice questions (MCQs) be-
cause it would lead to the fairest evaluation across
languages and MCQs enable the ability to scale
to many languages when translating from English.
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Question / Multiple Choice Answers [ Paragraph / Span

(a) 5 Binary digits are also referred to as what?

5 * Bits * Jargon [...] A binary number can have only one of two values, i.e. 0 or 1, and these numbers are
* Values * Forms referred to as binary digits - or $!bits!$, to use computer jargon.

(b) Who discovered nuclear magnetic resonance?
§ * Purcell MRI is based on a physics phenomenon called nuclear magnetic resonance (NMR),

3‘; * Damadian which was discovered in the 1930s by $!Felix Bloch (working at Stanford University)
=] * Bloch and Purcell and Edward Purcell (from Harvard University)!$. In this resonance, magnetic field
* Bloch and Damadian and radio waves cause atoms to give off tiny radio signals. [...]

(c) = In response to the protests, which country did not move forward with their signed ACTA agreement?

? * Germany * Scotland [...] Last month, there were major protests in Poland when that country signed ACTA,
s * Poland * Lithuania which has led to the $!Polish government!$ deciding not to ratify the agreement, for
now. Latvia and Slovakia have both delayed the process of joining ACTA.

(d) ¢ |Whatdo performers encourage the audience to do during Camille Saint-Saens’ opera?

BB E * Partake in the use of cannabis The story presented in the French opera, by Camille Saint-Saens, is of an artist "whose
2 | * Take a trip to Japan life is dictated by a love for drugs and Japan." As a result, the performers $!smoke
= * Join them onstage for the performance cannabis joints!$ on stage, and the theatre itself is encouraging the audience to join in.
~ * Allow their lives to be dictated by what they love

(e) g ‘What was the Greek poet Homer unable to do?

BB E * Hear * Walk We know many Greek politicians, scientists, and artists. Possibly the most known person
g * See * Talk of this culture is Homer, the legendary $!blind poet!$, who composed two masterpieces
= of Greek literature: the poems Iliad and Odyssey. [...]

) o = ‘What information regarding the attack have the authorities confirmed?

€ 'g * The identities of any accomplices The man allegedly drove a three-wheeled vehicle armed with explosives into a crowd.
E E * The ethnicity of the suspect The man suspected of detonating the bomb was detained, after sustaining injuries from
@ 7 | * The motivation behind the attack the blast. His name is still unknown to authorities, although they do know $!he is a

* The first and last name of the suspect member of the Uighur ethnic group!$.

(g)| g |Who provides judicial services for FATA?

BB § * The Pakistani government Since Pakistani independence from British rule in 1947, the Pakistani President has
< * Political Agents appointed "Political Agents" to govern FATA, who exercise near-complete autonomous
3 * Pakistan’s president control over the areas. $!These agents!$ are responsible for providing government and
© * The British government judicial services under Article 247 of the Pakistani Constitution.

(h) ‘When did Peter Lenz die ?

] g\ = During the warm-up lap Peter Lenz, a 13-year-old motorcycle racer, has died $!after being involved in a
§ § * After falling off his bike crash!$ at the Indianapolis Motor Speedway. While on his warm-up lap, Lenz fell off
S g | * At the hospital his bike, and was then struck by fellow racer Xavier Zayat. He was immediately
< | * While with on-track medical staff attended to by the on-track medical staff and transported to a local hospital where he
later died. Zayat was unhurt in the accident.
O] o ) At what time in history did Germany exert a strong cultural influence on Estonia?
BB é E * Around 200 years ago $!Around the 15th century!$, northern Estonia was under great cultural influence of
& £ | * Around 400 years ago Germany. Some German monks wanted to bring God closer to the native people, so they
& § * Around 600 years ago invented the Estonian literal language. It was based on the German alphabet [...] This
* Around 800 years ago was the beginning of enlightenment.
0)| = Where did Cristina Fernandez de Kirchner announce her intention to run?
.% § * At a theatre 31 miles away from La Plata Current senator and Argentine First Lady Cristina Fernandez de Kirchner announced her
& Z| * Atthe Buenos Aires theatre in La Plata presidential candidacy yesterday evening $!in La Plata$!, a city 50 kilometers (31
S < | * At the Argentine Theatre 31 miles away from Buenos Aires |miles) away from Buenos Aires. Mrs. Kirchner announced her intention to run for
& 8 Yy y
* At the La Plata theatre in Buenos Aires president at the Argentine Theatre, [...]
(k) » |According to the passage, which statement about the suspect is not true?
E * He used a vehicle during the attack The man allegedly drove a three-wheeled vehicle armed with explosives into a crowd.
%3 | *He allegedly detonated an explosive The man suspected of detonating the bomb was detained, after sustaining injuries from
E * His ethnicity is known by authorities the blast. His name is still unknown to authorities, although they do know he is a
* He was uninjured member of the Uighur ethnic group.
0] < In what country did Ma study law?
g * United States of America Born in Hong Kong, Ma studied at New York University and Harvard Law School and
» = | * China once held an American permanent resident "green card". Hsieh implied during the
E * Australia election that Ma might flee the country during a time of crisis. Hsieh also argued that the
* Hong Kong photogenic Ma was more style than substance. [...]

Table 1: English examples demonstrating some interesting types of MCQs in the BELEBELE dataset, and the
respective issues they pose for extractive QA in this work. The Arabic version is shown in Appendix C.

They worked with a Language Service Provider to
create the questions and the multi-choice answers
in an iterative process, by developing guidelines
that included rules such as no use of double nega-
tives, only use answers that are decently plausible
to require the test-taker to fully read and under-
stand the passage (Bandarkar et al., 2023).

Our effort is part of a larger project on Arabic
QA as such we deemed the BELEBELE dataset to
be a suitable starting point for establishing an EQA

benchmark for Arabic dialect QA when paired with
MSA and English passages. Our five dialects of fo-
cus represent the full spectrum of variations across
the Arab world: Gulf, Levantine, Iraqi, Egyptian,
and Moroccan. We have questions in English, MSA
and Arabic dialects, with the answers in MSA and
English only.

Broadly defined, our first task in the conversion
from MCQA to EQA is to identify the spans in the
passages that answer the MCQs.
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3.2 The MCQ Zoo

When examining the different BELEBELE MCQs
and their associated passages, we recognized a con-
siderable number of MCQ types that vary on a
continuum from simple word matching to required
passage and world understanding. Table 1 presents
a set of English examples along this continuum
to highlight the challenges that hindered us from
employing a fully automated process in identifying
text spans in the associated passages. The Arabic
version is in Appendix C.

The simplest MCQ types are perhaps Exact
Match, Partial Overlap Match and Morphological
Match, Table 1.(a, b, c¢), respectively, where the
MCQ answer is “present” in the passage. Rela-
tively more complex are cases that may be resolv-
able through Paraphrasing, Entailment, or Se-
mantic Similarity, in Table 1.(d, e, f), respectively.
Next comes the cases that require higher levels of
awareness of context, from that of Coreference in
the text all the way to Pragmatic Knowledge, in
Table 1.(g-1). Finally we present examples of com-
plex kinds of MCQ, where wording of the question
is highly dependent on the provided multi-choice
answers. While a span can be identified in princi-
ple in Table 1.(j), the question may not stand alone
with the passage in Table 1.(k, 1).

These challenges made it apparent that (a) not
all MCQAs are usable for the EQA task; and
(b) that human annotation was a more realistic
approach than automating the conversion of the
dataset. While the first few MCQ types suggest
that an automatic process could be used to iden-
tify the QA span, the rest, in increasingly difficulty,
show that the MCQ answers are not as helpful. The
last two types are not usable in our assessment for
this task. We took all of these insights into consider-
ation as we developed the guidelines and annotated
the spans, which we discuss next.

4 Annotation Process

In this study, annotation refers to marking the ap-
propriate ‘answer span’ in the original passage in
response to a question, or labelling a question as
unanswerable (‘X”), as shown in Table 1. Our an-
notations focused on EN and MSA parallel pas-
sages from the BELEBELE dataset and we call our
annotated set BELEBELE-EQA. Our repurposing
approach involved the following steps.

4.1 Automatic Filtering

The original BELEBELE dataset contains 900
question-answer pairs. However, as highlighted
in Section 3.2, many of these multiple-choice ques-
tions did not suit the EQA task. As a first pass, we
automatically removed QA pairs that were deemed
unsuitable based on the following set of keywords:
“Which of the following”, “Select all that apply",
“Choose the correct”, “According to the passage”,
“Based on the information given”. Given that the
dataset is parallel, we carried out this automatic fil-
tering on the English content first and subsequently
removed the same QA pairs in the corresponding
MSA content. After this first filtering pass, we
were left with 415 QA pairs, whose EQA answer
spans we annotated manually.

4.2 Pilot study

We first carried out a pilot annotation study in order
to fully understand the nature of the BELEBELE
dataset and develop our annotation guidelines. The
pilot annotation study was carried out on the first
100 QAs for both EN and MSA. The annotators
were presented with the BELEBELE passage, the
original BELEBELE question, the ‘correct answer’
from the multiple-choice answer list' and a column
in which to write the span. Two native Arabic
speakers annotated 50 MSA QAs each, and two
fluent English speakers each annotated 50 EN QAs.
It was during this pilot study that the extent of the
challenges highlighted in Section 3 became known.

4.3 Annotation Guidelines

Informed by the findings of the initial pilot study,
we created two separate versions of the guidelines
for English and Arabic, accounting for linguistic
differences that influenced the wording of the in-
structions and the need for language-specific exam-
ples. See Appendices D and E for the complete EN
and MSA guidelines, respectively.

Also informed by the pilot study, the original
multiple choice answer was hidden during the anno-
tation, as it had been deemed to be more distracting
than helpful in the pilot round (see discrepancies
between MC answers and spans in Table 1).

As part of the annotation task, the annotators
would mark the span in a copy of the passage
using $!(text)!$ as a span delimiter, while keep-
ing the span as short as possible — in the style of

!Available from the BELEBELE data release https://
github.com/facebookresearch/belebele
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SQUAD (Rajpurkar et al., 2016).

Annotators were also given clear guidance on
what to do with articles, prepositions, punctuation,
and instances where the answer appeared more
than once in the passage (Appendices D and E).
Equipped with better awareness of the issues de-
scribed in Section 3.2, for each QA pair, the anno-
tators could either: (i) annotate the span and if nec-
essary, label the QA as ‘BB’ to indicate it as being
complex and problematic, as per Table 1.(d,e,g,i)
or (ii) label the QA as ‘X’ to be removed, due to the
answer being impossible to find, as per Table 1.(k,]).
Finally, annotators were advised that it was more
important to find a relevant span (in which evidence
of the answer could be found) than finding an exact
span that may not exist. This guidance was a sig-
nificant help given the many differences between
the nature of MCQA and EQA.

4.4 English Data Annotation

We took a bootstrapping approach to annotation
across the two languages. Given the parallel na-
ture of the dataset, the EN annotation was carried
out first, followed by a semi-automatic approach to
annotating the MSA data (Section 4.5). The annota-
tions were done on the remaining 415 QA pairs in
the BELEBELE dataset (including a review and cor-
rection of the first 100 from the pilot round). Eleven
annotators, both fluent and native English speak-
ers, annotated the QA pairs, with the annotations
subsequently reviewed by independent reviewers.

The distribution of the QA pairs was as follows:
50 QA pairs were used in our IAA study (see Sec-
tion 4.6) and were annotated by three annotators.
The remaining 365 pairs were distributed amongst
the other eight annotators, where six annotators had
50 pairs each, and the remaining two annotators
had 42 and 23, respectively. The annotators were
given the English BELEBELE passage, the original
question and a copy of the passage to mark the
answer span. They could also add comments for
problematic instances that required broader discus-
sion or verification.

As a result of the annotation process, 86 out
of the 415 QA pairs were labelled as ‘X’ and ex-
cluded. Out of the remaining 329 pairs, 44 were
labelled as ‘BB’. These BB QAs remain part of the
final dataset, as we are also interested in establish-
ing what difficulties they pose for a QA system,
given the need for reasoning and resolving linguis-
tic phenomena like paraphrasing, pragmatics and
coreference resolution.

4.5 Arabic Data Annotation

For the MSA data, we exploited the parallel nature
of the dataset to project pre-annotations from the
EN passages to the MSA passages as part of a
bootstrapping approach. The goal was to maximize
the alignment between the EN and the MSA spans
that provide answers to the questions. Our semi-
automated approach followed the following steps:
1. Marking as ‘X’ the MSA questions labelled
‘X’ in English to avoid re-annotation. In our
experience, this approach proved consistent

for both English and MSA.

2. Translation of the EN span to MSA using
Helsinki MT tool (Tiedemann and Thottingal,
2020)

3. Using a sliding-window approach to identify
the MSA span with the same length and high-
est n-gram overlap with the EN span.

4. Marking an approximate location of the EN
span in the MSA passage

5. If no equivalent translation was found, an ap-
proximate MSA location based on the EN
span’s word offset was used.’

6. Native Arabic speakers reviewed the pre-
annotated spans according to the MSA-based
annotation guidelines and made corrections
where necessary.

The 415 QA pairs were divided amongst four
native Arabic speaking annotators, with the anno-
tations subsequently reviewed by independent re-
viewers. The annotators were presented with the
MSA BELEBELE passage, the original MSA BELE-
BELE question and a copy of the passage where the
span was pre-annotated. During the review pro-
cess, the annotators could either: leave the span
unchanged or modify the span markers, and label
as ‘BB’ where necessary, or label the QA as ‘X’ to
be removed.

The MSA guidelines are generally similar to
the EN guidelines except for containing Arabic ex-
amples instead of English. The MSA guidelines
match EN in using white-space boundaries as the
primary word delimiter. This unavoidably leads to
a difference in span scope from EN since Arabic
is a morphologically rich language with numer-
ous clitics. As a result some proclitic prepositions,
conjunctions, and the definite article, as well as
pronominal enclitics are kept inside the spans.

2An example of this case is when the span is 1-2 words
long and its translation is not found in the MSA passage.
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4.6 Inter-Annotator Agreement

We carried out an inter-annotation (IAA) study in
order to assess the level of agreement across an-
notators, and get an indication of how reliable the
guidelines were.® For the IAA study, we selected
50 English QA pairs for annotation by three sepa-
rate annotators. The three annotations for each QA
pair were then compared. Instead of calculating an
F-score measure, which would give indication of
quality of annotations, we utilize the v measure for
Inter-Annotator Agreement and Alignment (Mathet
et al., 2015).* This measure involves identifying
the optimal alignment among annotations provided
by multiple annotators, aiming to align annotations
with high similarity and compute the average dis-
similarity between them. Specifically, the average
dissimilarity is calculated by averaging dissimilari-
ties among aligned annotations, considering both
their categories and positions. The alignment with
the minimum mean dissimilarity, selected from all
potential alignments initially evaluated during com-
putation, is employed. The final inter-annotator
agreement (Y measure) was computed on the three
sets of 50 QA pairs yielding a high v value of 0.81,
indicating that the designed annotation guidelines
are reliable. Given that the MSA annotation guide-
lines were based on the EN guidelines, we posit
that their quality was just as high. The three sets
of 50 EN IAA QAs were merged and reviewed to
produce a final version for inclusion in our paral-
lel dataset. See Appendix A for more details and
visualization of the span combination process.

5 Experiments and Results

5.1 Experimental Setup

Datasets We use two datasets in our experi-
ments: the commonly used state-of-the art QA
dataset, SQuAD (Rajpurkar et al., 2016) and our
BELEBELE-EQA, both of which are Wikipedia-
based. For SQuAD, we only used the validation
portion of the dataset which contains 10,657 En-
glish EQA pairs. For BELEBELE-EQA, we have
two versions: (i) BELEBELE-EQA-AII contains
329 QA pairs for EN, MSA and five dialects,
and (ii)) BELEBELE-EQA-Sub excludes 44 BB-
annotated questions, leaving 285 QA pairs.

3As the dataset was small and fully manually reviewed, the
IAA study did not serve to evaluate the data quality.

*Gamma ranges between 0 and 1 where a higher value
indicates higher agreement between annotators.

QA Evaluation Tool To run the QA task on the
above datasets, we used PrimeQA (Sil et al., 2023),
an open-source’ tool that is built on top of the Hug-
gingFace (Wolf et al., 2020) library to support re-
search on running different QA tasks. We used two
existing models, namely PrimeQA/NQ+TyDi®
and PrimeQA/NQ+TyDi+SQuAD,’” which are
550m parameters XLM-R 44 (Conneau et al.,
2020) based models that were finetuned for the mul-
tilingual TyDi QA task (Clark et al., 2020). Both
models were finetuned on the Natural Questions
dataset (Kwiatkowski et al., 2019) and TyDi (Clark
et al., 2020). The latter, however, was further fine-
tuned on the training portion of the SQuAD dataset.

Evaluation Metrics We report the results using
the commonly used Fl-score and Exact Match
(EM) score. Fl-score is the harmonic mean of
Precision and the Recall on word-level uni-grams.
The default F1 and EM scores as implemented in
PrimeQA toolkit preprocess references and predic-
tions by dropping punctuation, extra white space,
and for EN, lower casing and removing the arti-
cles a/an/the. We also introduce two normalized
variants, F1™ and EM", where we normalize refer-
ences and predictions by removing the respective
language stopwords as defined in NLTK (Bird and
Loper, 2004).

5.2 Results and Analysis

In this section, we present the evaluation results for
the BELEBELE-EQA and SQuAD datasets.

SQuAD vs. BELEBELE-EQA We evaluate
the SQuAD dataset as well as the EN-EN QA
pairs from the BELEBELE-EQA dataset using the
PrimeQA toolkit (See Appendix B for details) This
experiment allows us to (a) verify that the chosen
pretrained models are capable of solving the QA
task at-hand without further finetuning, and (b) es-
tablish a sense of difficulty for the BELEBELE-EQA
datasets compared to the commonly used SQuAD.
We observe the following based on the results in
Table 2: First, on SQuAD, the F1 shows a negligi-
ble difference between the two pretrained models,
while EM is surprisingly lower by 3.4% for the
model that was finetuned on the SQuAD dataset.?
5https: //github.com/primeqa/primeqga
®PrimeQA/nq_tydi-reader-xImr_large-20221210
"PrimeQA/nq_tydi_sql-reader-xImr_large-20221110
8The state-of-the-art F1 and EM scores on SQuAD are
93.2 and 90.9, respectively, as per the public PapersWith-

Code leaderboard: https://paperswithcode.com/sota/
question-answering-on-squad20
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Dataset | Questions [ F1 [ EM
PrimeQA/NQ+TyDi
SQuAD 10,570 90.5 82.5
BELEBELE-EQA-AIl 329 68.1 46.5
BELEBELE-EQA-Sub 285 71.3 50.5
PrimeQA/NQ+TyDi+SQuAD
SQuAD 10,570 90.6 79.1
BELEBELE-EQA-AIl 329 71.0 50.5
BELEBELE-EQA-Sub 285 76.6 56.1

Table 2: Evaluating the SQuUAD and BELEBELE-EQA
datasets using the PrimeQA dataset. (EM: Exact Match.
Scores are percentages. Higher is better.)

In contrast, the results on BELEBELE-EQA-AIL
show that additional finetuning on SQuAD yielded
better performance both in F1 and EM.

Second, the best BELEBELE-EQA (All and
Sub) F1 scores (71.0 and 76.6) are 18.6 and 14
points less than SQuAD’s F1 score, respectively.
Similarly, the best respective EM scores are 50.5
and 56.1, or 28.6 and 23 points less than that of
the SQuAD dataset. Finally, and as expected,
removing the BELEBELE-EQA hard questions
(BELEBELE-EQA-Sub) resulted in better perfor-
mance on both F1 and EM measures.

BELEBELE-EQA Results Based on the
baseline results presented above, we report
in Table 3 on the different question lan-
guage setups using the best identified model:
PrimeQA/NQ+TyDi+SQuAD. For specific
experiments, we refer to the pair of languages in
passage-question, e.g., EN-EN, or MSA-Iraqi.

Monolingual Experiments (EN-EN, MSA-MSA)
The basic standard monolingual setups have the
highest performing F-1 scores, with EN being
higher than MSA by 9% absolute. Despite being a
multilingual model, this performance difference is
not unexpected given the relative resource richness
of EN compared with MSA.

Cross-Lingual Experiments (MSA-EN, EN-MSA)
The basic cross-lingual setups are next in rank of
performance with MSA-EN F1 being only slightly
better than EN-MSA (0.5% absolute). The per-
formance drop due to question language is much
higher for EN passages (11.1% absolute) compared
to MSA passages (1.6% absolute). This suggests
that the model struggles in cross-lingual settings in
ways independent of its monolingual performance.

Dialectal Experiments (MSA-DA, EN-DA) The
DA questions consistently lead to lower per-
formance compare to the above-mentioned set-

tings, and with performance with MSA pas-
sages being better on average than on EN
passages (by 6.3% absolute). The specific
dialects seem to follow a common order
of Gulf>(EgyptianlLevantine)>Iraqi>Moroccan,
which we speculate may reflect the order of their
question sets’ similarity to MSA. Automatically
translating dialectal questions into the target pas-
sage language using Google Translate’ results in
notable improvements: an average increase of 18%
for English passages and 4.4% for MSA passages
(All setting). Moroccan saw the greatest benefit
from this translation method, with F1 increases of
26.7% for EN and 11.4% for MSA.

BELEBELE-EQA All vs Sub  Across all exper-
iments, the easier subset (Sub) has higher scores
than (All): on average, 2.6% absolute F1 increase
for EN passages, and 1.5% for MSA passages. The
highest difference is for EN-EN (5.4% absolute F1)
and the lowest for MSA-Gulf (0.6%).

Normalized F1 and EM The normalization re-
sults are generally consistent in rank order; but the
effect of normalization in EN is much higher than
MSA: F1 (2.3% vs 1.7%) and EM (5.8% 4.3%).
We note that the normalization process reduces the
length of references and predictions by 30% for
EN, but only 10% for MSA.

6 Discussion

Our motivation for this study was to create a prac-
tical and reliable multilingual EQA benchmark
dataset, without the need to start from scratch or re-
sort to creating synthetic data. Given our languages
of interest, repurposing the BELEBELE MCQA
dataset seemed like a feasible solution. However,
answering the research question on how feasible
this approach is involves considering the various
insights and findings presented in this paper.

We found that while repurposing is possible, our
exploratory study showed that it required signifi-
cant manual effort. Contrary to initial assumptions,
we discovered that the original answers from the
multiple-choice question pairs were not suitable for
automated approaches. In fact, the only multiple-
choice types in Table 1 that resemble non-complex
SQUAD-style QA pairs are (a) Exact.

For DA-to-English, we translated using Google Translate
(AR-t0-EN), while for DA-to-MSA, we used English as an
intermediate language (DA = EN = MSA): Google Translate
(AR-to-EN =- EN-to-AR).
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Passage| Question All Sub

F1 EM | F1" EM" F1 EM | F1" EM"

EN 71.0 50.5 74.0 60.2 76.6 56.1 79.5 65.6

MSA 59.9 39.8 62.7 47.7 62.9 43.5 65.6 51.2

| DA-Traqi |~ 4457 7 277 | 462 T 313 | 460 ~ 205 [ 478 T 330
DA-Levantine 49.5 31.9 51.2 36.5 51.9 35.1 53.7 39.6

DA-Gulf 50.4 31.3 52.6 37.4 52.1 33.0 54.2 38.9
DA-Morrocan 36.3 18.5 38.5 21.0 37.0 20.0 39.3 22.1

EN DA-Egyptian 48.8 30.1 51.5 36.2 51.3 333 54.0 39.3
DA-Average 459 27.9 48.0 32.5 47.7 30.2 49.8 34.6

| DA-Iraqi (Ten) || 508 7 392 1 627 T 468 || 642 T 48| 672 T 509
DA-Levantine (Tgn) 65.4 46.2 68.2 53.5 69.7 50.2 72.3 57.9

DA-Gulf (Ten) 65.4 43.8 68.2 52.9 69.5 48.1 72.2 57.2
DA-Morrocan (Tgn) 63.0 41.0 65.7 49.5 67.0 449 69.6 53.0
DA-Egyptian (Tgn) 65.7 45.0 68.7 53.8 70.0 49.5 72.9 58.2
DA-Average (TEN) 63.9 43.0 66.7 51.3 68.1 47.1 70.8 55.4

EN 60.4 41.6 62.3 46.8 64.5 46.0 66.7 50.9

MSA 62.0 40.7 64.3 46.2 65.6 44.2 68.1 49.5

| DA-Traqi ~ = |~ 5037 7 322 | 5127 T 350 || 342 T 7361 | 5356 = 393
DA-Levantine 54.2 353 55.7 38.6 58.5 39.3 60.4 43.2

DA-Gulf 56.6 36.2 58.4 40.7 59.3 39.6 61.3 44.2
DA-Morrocan 45.1 26.7 46.6 30.1 48.1 29.8 49.6 333

MSA DA-Egyptian 54.5 34.0 56.6 39.2 57.3 37.5 59.5 42.5
DA-Average 52.1 32.9 53.7 36.7 55.5 36.5 57.3 40.5

| "DA-Traqi (Tpmsa) || 5157 7 313 | 7531 ~ 353 || 539 ~ T340 | 557 = 319
DA-Levantine (Tarsa) 58.5 38.3 60.3 43.2 62.1 421 64.1 46.7

DA-Gulf (Tars4) 57.9 38.0 59.9 429 61.0 40.7 63.3 46.0
DA-Morrocan (Tarsa) 56.5 36.2 58.6 42.6 59.4 39.3 61.5 45.3
DA-Egyptian (Tarsa) 58.5 37.7 60.4 42.2 62.1 41.1 64.2 46.0
DA-Average (Tarsa) 56.6 36.3 58.5 41.2 59.7 394 61.8 44 4

Table 3: Monolingual and Cross-lingual evaluation of the BELEBELE-EQA dataset using the PrimeQA toolkit with
PrimeQA/NQ+TyDi+SQuAD. (EM: Exact Match; F1"™ and EM™ are the text-normalized versions of F1 and EM,
respectively; DA: Dialectal Arabic; Ty /ars4: Question translated to EN/MSA; Scores are %s; Higher is better.)

Rather than offering a scalable solution here,
instead our manual efforts and the subsequent in-
sights serve to make this repurposing task much
more feasible and potentially automated by other
dataset developers. We can see that the repurpos-
ing process is much more feasible when the differ-
ences between the QA styles are fully understood.
We found that, through an effective filtering pro-
cess, we could easily eliminate many QA pairs
that did not lend themselves easily to EQA. While
this resulted in reducing the dataset size by more
than half, this leaves open new avenues for exam-
ining how those ‘unsuitable’ QA pairs could be
reformulated to be useful in EQA. Repurposing
a multilingual dataset like BELEBELE means that
its parallelism could be exploited through a boot-
strapping approach. We have learned that once one
language dataset is manually annotated and veri-
fied, the spans could be relatively easily projected
to a new language from the wider dataset provided
a translation system is available (see Section 4.5).
Likewise, few changes were required when adapt-
ing our annotation guidelines from EN to MSA,
suggesting that this adaptability may hold for other

languages. Finally, our experimental results con-
firm that our approach produced a useful data set
that can be used for benchmarking cross-lingual
EQA for all BELEBELE languages.

7 Conclusion and Future Work

We repurposed the MCQA BELEBELE dataset to
create a new EQA dataset for English and MSA,
with cross-lingual benchmark results for dialec-
tal Arabic QA.!? We also provided guidelines for
practitioners exploring QA in other BELEBELE
languages. Our work, including negative insights,
aims to enhance understanding of the challenges
and opportunities in reformulating NLP tasks.

For future work, we plan to support repurposing
BELEBELE-EQA for other languages, potentially
automating the process. The dataset offers a re-
source for evaluating such methods. We also aim
to use it for fine-tuning general-purpose Arabic QA
models and improving EQA evaluation metrics,
focusing on span length.

10https: //github.com/mbzuai-nlp/
MultiChoice2ExtractiveQA
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Limitations

We would like to point to some limitations of our
study. First, while we are addressing a general
problem, in our study, out of all the other BELE-
BELE under-resourced languages, we only focused
on cross-lingual evaluation of five Arabic dialects.
While we believe that our findings are more gener-
ally applicable, we would like to note that each lan-
guage and dataset may present unique challenges
and opportunities. Second, our repurposing was
based on a single dataset, BELEBELE, and for a
single task (extractive question answering in the
style of machine reading comprehension), and we
note that other tasks may require some specific
considerations.

Ethics and Broader Impact

Data Bias. It is important to acknowledge the
possibility of biases within our dataset due to sub-
jective human judgments, or due to the influence
of the original task’s data (e.g. a narrow cultural
representation across the questions).

Broader Impact and Potential Use. Our repur-
posing insights presented here can help speed up
the creation of resources and tools for resource-
poor languages and dialects. We do not see any
immediate threats from its use.
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A Processing IAA Spans for Visualization

In Figure 1, we visualize the degree of agreement among the annotators on the 42 QA pairs that remained
from the IAA study (See Section 4.6). We combine the annotation spans into one artificial document in
order to visualize the results in a meaningful way where this process is explained later in this section.

In this figure, the x-axis represents the artificial document that is 450 words long. The vertical, colored
lines represents a span in that document. The three different colors represent the three annotators and the
number on the span is the question number. 42 out of the 50 QA pairs remained as eight questions were
labelled as ‘X’ by all three annotators and were excluded. As annotators were allowed to label a questions
as ‘X’, some questions have less than three annotations, e.g. Question 38.
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Figure 1: Visualization of the IAA agreement for 42 questions. The colored lines indicate a span. Each color
represents an annotator. The number on the colored line is a question ID.

A.1 Combining the Spans Into One Artificial Document.

While we could visualize the agreement between annotators for each QA pairs separately, this would have
resulted in 42 different figures, one for each QA pair. Instead, we decided to combine the annotated spans
from each annotator to create one large artificial document where the annotated spans would appear in
different locations. One simple approach to this is combining the whole passages which will offset the
location of the annotated span by the length of all the passages that came before it. This, however, will
result in a huge document that is too long to have a meaningful visualization.

A.2  Compressing the Artificial Document.

To overcome this issue, we compressed the document by removing the large un-annotated text spans.
Note that the annotation are technically a start and end positions in a document and our task is basically to
measure (and visualize) the chosen start and end position of each QA pair across the three annotators. This
means that the QA pairs are independent, and ordering them in the document or shifting their locations
—as long as they do not overlap and they maintain their original length— should not affect them.

To illustrate, assume that annotator (a1) for passage (p1) chose the span (3, 7) indicating that the answer
is from word (ws3) to (wy) while annotator (az) chose the span (4, 10). We can see that (a;) and (az)
disagree in the regions: (w,4) and from (ws) to (w10). If we add passage (pp) which contains 20 words
before (p1) to make one document resulting in shifting all the words in (p1), as well as in the spans (a;)
and (a3) by 20 words, we see that the disagreement remains the same. After the shift, (a;) and (a3) change
from (3, 7) and (4, 10) to (23, 27) and (24, 30), respectively. As can be noticed, the disagreement between
(a1) and (a2) remained in two regions with the same length for each region, that is (wg4) and (w28) to
(ws30).

B PrimeQA Experimental Details

The experiments discusses in Section 5.2 were conducted on an Apple M1 Max MacBook Pro with 32GBs
of memory. Since we used the aforementioned models in inference mode, each experiment with 329
questions (E.g. the combination of En Passage and En Questions) took approximately 30 seconds to
complete. Note that additional time may be required to download each model for the first time. The 56
core experiments (without translation) in Table 3 (2 Passages x 7 question types x 2 configurations x 2
normalization schemes) are expected to require 28 minutes of running.
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C Arabic Examples of MCQ-Span Types

Paragraph / Span [ Question / Multiple Choice Answers
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Table 4: This table shows examples in Arabic demonstrating part of the range of types of MCQs in BELEBELE, and
the respective issues they pose for extractive QA in this work. These examples are parallel to the English examples

in Table 1.
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D Guidelines for English Answer Span Annotation

Belebele Answer Span: English Annotation Guidelines

You'll be provided with a context paragraph and a question related to that paragraph. Your task is to
find the answer span from the given paragraph where either the exact answer or the evidence of the

answer can be found. The span should be as concise as possible.

The original Belebele multi-choice answer has been hidden in your file. However, the examples
provided below include the multi-choice answer simply to illustrate the differences in the nature of the
original answers and the “answer span” - which may help explain some annotation guideline

decisions.

Please follow the annotation guidelines below carefully.

1. Identify the span of text in which the answer to the question or evidence of the answer can be
found (Answer Span column)

CoNoarON

a

and “an”.

Mark the start of the span with $! and the end of the span with !$
The answer span needs to be as short as possible.
Finding a relevant span is more important than finding an exact answer.
Don’t include non-relevant punctuation.
Include the articles “the”, “a”
Include the preposition if the question is a When/ Where/ How question.

In cases of multiple instances of the answer string, choose the appropriate one only.

Mark problematic questions with BB or X.

Examples expanding on quidelines 3-9 are presented next.

3. The answer span needs to be as short as possible.

3 (a) Example of correct annotation:

coordinated attacks from three different
directions. General John Cadwalder
would launch a diversionary attack
against the British garrison at
Bordentown, in order to block off any
reinforcements. General James Ewing
would take 700 militia across the river
at Trenton Ferry, seize the bridge over
the Assunpink Creek and prevent any
enemy troops from escaping.

a British garrison
located?

Paragraph Question Multi-choice | Answer Span
Answer
The American plan relied on launching | Where was there Bordentown The American plan relied on launching

coordinated attacks from three different
directions. General John Cadwalder
would launch a diversionary attack
against the British garrison $!at
Bordentown!$, in order to block off any
reinforcements. General James Ewing
would take 700 militia across the river
at Trenton Ferry, seize the bridge over
the Assunpink Creek and prevent any
enemy troops from escaping.

3 (b) Example of incorrect annotation: (Note: You don’t need to add

more context to the span)

that there are two pools of genetic
variation: hidden and expressed.
Mutation adds new genetic variation,
and selection removes it from the pool
of expressed variation. Segregation
and recombination shuffle variation
back and forth between the two pools
with each generation.

responsible for
adding genetic
variation?

Paragraph Question Multi-choice | Answer Span
Answer
Twentieth century research has shown | Which process is Mutation Twentieth century research has shown

that there are two pools of genetic
variation: hidden and expressed.
$!Mutation adds new genetic
variation!$, and selection removes it
from the pool of expressed variation.
Segregation and recombination shuffle
variation back and forth between the
two pools with each generation.
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3 (b) In some cases, the answer can’t be found in a concise form in the paragraph, thus requiring a
longer span. Find the answer span where one can find the answer to the question, including the
additional information that it may entail. Example of correct annotation where longer span is necessary:

depending on how acidic or basic
(alkaline) the chemical is. The pH level is
indicated by the amount of Hydrogen
(the H in pH) ions in the tested chemical.

Paragraph Question Multi-choice | Answer Span

Answer
This is called a chemical's pH. You can How is the pH level | The amount of This is called a chemical's pH. You
make an indicator using red cabbage of a chemical Hydrogen ions in can make an indicator using red
juice. The cabbage juice changes color measured? the chemical cabbage juice. The cabbage juice

changes color depending on how
acidic or basic (alkaline) the
chemical is. The pH level is indicated
$!by the amount of Hydrogen (the H
in pH) ions in the tested chemical!$.

4. Finding a relevant span is more important than finding an exact answer.

4 (a) In some cases, there is no exact answer in the paragraph, and therefore reasoning or deduction
would be required to give a fully comprehensive answer. Yet keep in mind that the task is finding the
span which points to evidence for the answer. In these cases, simply identify the span of text where
an answer can be found. In the example below, the referent “this” can later be resolved by the reader
by reading the earlier text in the passage (movement of men and materials).

Paragraph Question | Multi- Answer Span

choice

Answer
Using ships to transport goods is by far the What was the | Preventing | Using ships to transport goods is by far the
most efficient way to move large amounts of | German navy | Britain from | most efficient way to move large amounts of
people and goods across oceans. The job of | trying to receiving people and goods across oceans. The job of
navies has traditionally been to ensure that accomplish people and | navies has traditionally been to ensure that
your country maintains the ability to move during WWII? | goods your country maintains the ability to move
your people and goods, while at the same your people and goods, while at the same
time, interfering with your enemy's ability to time, interfering with your enemy's ability to
move his people and goods. One of the most move his people and goods. One of the most
noteworthy recent examples of this was the noteworthy recent examples of this was the
North Atlantic campaign of WWII. The North Atlantic campaign of WWII. The
Americans were trying to move men and Americans were trying to move men and
materials across the Atlantic Ocean to help materials across the Atlantic Ocean to help
Britain. At the same time, the German navy, Britain. At the same time, the German navy,
using mainly U-boats, was trying to stop this using mainly U-boats, was trying to $!stop this
traffic. Had the Allies failed, Germany traffic!$. Had the Allies failed, Germany
probably would have been able to conquer probably would have been able to conquer
Britain as it had the rest of Europe. Britain as it had the rest of Europe.

5. Don’t include non-relevant punctuation

5 (a) Final punctuation is usually not considered relevant

North Africa almost from the start. Within
a week of Italy's declaration of war on
June 10, 1940, the British 11th Hussars
had seized Fort Capuzzo in Libya. In an
ambush east of Bardia, the British
captured the Italian Tenth Army's
Engineer-in-Chief, General Lastucci. On
June 28, Marshal Italo Balbo, the
Governor-General of Libya and apparent
heir to Mussolini, was killed by friendly fire
while landing in Tobruk.

Balbo killed?

Paragraph Question Multi-choice | Answer Span
Answer
Things did not go well for the Italians in Where was ltalo | Tobruk Things did not go well for the Italians in

North Africa almost from the start. Within
a week of Italy's declaration of war on
June 10, 1940, the British 11th Hussars
had seized Fort Capuzzo in Libya. In an
ambush east of Bardia, the British
captured the Italian Tenth Army's
Engineer-in-Chief, General Lastucci. On
June 28, Marshal Italo Balbo, the
Governor-General of Libya and apparent
heir to Mussolini, was killed by friendly
fire while landing $!in Tobruk!$.
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5 (b) Closing punctuation is more likely to be relevant. () “ “[]
The example below includes the closing bracket in the span.

Paragraph Question Multi-choice | Answer Span

Answer
MR is based on a physics phenomenon Who Bloch and MRI is based on a physics phenomenon
called nuclear magnetic resonance (NMR), | discovered Purcell called nuclear magnetic resonance
which was discovered in the 1930s by nuclear (NMR), which was discovered in the
Felix Bloch (working at Stanford University) | magnetic 1930s by $!Felix Bloch (working at
and Edward Purcell (from Harvard resonance? Stanford University) and Edward Purcell

University). In this resonance, magnetic
field and radio waves cause atoms to give
off tiny radio signals. In the year 1970,
Raymond Damadian, a medical doctor and
research scientist, discovered the basis for
using magnetic resonance imaging as a
tool for medical diagnosis. Four years later
a patent was granted, which was the
world's first patent issued in the field of
MRI. In 1977, Dr. Damadian completed the
construction of the first “whole-body” MRI
scanner, which he called the "Indomitable”.

(from Harvard University)!$. In this
resonance, magnetic field and radio
waves cause atoms to give off tiny radio
signals. In the year 1970, Raymond
Damadian, a medical doctor and
research scientist, discovered the basis
for using magnetic resonance imaging as
a tool for medical diagnosis. Four years
later a patent was granted, which was
the world's first patent issued in the field
of MRI. In 1977, Dr. Damadian
completed the construction of the first
“whole-body” MRI scanner, which he
called the "Indomitable”.

6. In order to maintain consistency across annotators, the span will include the articles “the”,
ISt 113 ”
a” and “an”.

6 (a) An example of the inclusion of the article “the” in a span:

Paragraph Question Multi-choice | Answer Span
Answer
Golf is a game in which players use clubs On a golf On the green Golf is a game in which players use

to hit balls into holes. Eighteen holes are
played during a regular round, with players
usually starting on the first hole on the
course and finishing on the eighteenth.
The player who takes the fewest strokes,
or swings of the club, to complete the
course wins. The game is played on grass,
and the grass around the hole is mown
shorter and called the green.

course, where
is the grass cut
shorter?

clubs to hit balls into holes. Eighteen
holes are played during a regular round,
with players usually starting on the first
hole on the course and finishing on the
eighteenth. The player who takes the
fewest strokes, or swings of the club, to
complete the course wins. The game is
played on grass, and the grass around
the hole is mown shorter and called $!the
green!$.

6 (b) Example of inclusion of the article “a” in a span:
Paragraph Question | Multi-choice | Answer Span
Answer
The atom can be considered to be one of the | The particles | Negative charge | The atom can be considered to be one of

fundamental building blocks of all matter. Its
a very complex entity which consists,
according to a simplified Bohr model, of a
central nucleus orbited by electrons,

somewhat similar to planets orbiting the sun -

see Figure 1.1. The nucleus consists of two
particles - neutrons and protons. Protons
have a positive electric charge while

neutrons have no charge. The electrons have

a negative electric charge.

that orbit the
nucleus have
which type of
charge?

the fundamental building blocks of all
matter. Its a very complex entity which
consists, according to a simplified Bohr
model, of a central nucleus orbited by
electrons, somewhat similar to planets
orbiting the sun - see Figure 1.1. The
nucleus consists of two particles -
neutrons and protons. Protons have a
positive electric charge while neutrons
have no charge. The electrons have $!a
negative electric charge!$.
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7. If the question is a When/ Where/ How question — then include the preposition or adverb that
would normally form part of an appropriate answer.

7 (a) An example of how-question where the preposition should be included in the span.

Paragraph

Question

Multi-choice
Answer

Answer Span

Subcultures bring together like-
minded individuals who feel
neglected by societal standards and

ethnicity, class, location, and/or
gender of the members. The
qualities that determine a subculture
as distinct may be linguistic,
aesthetic, religious, political, sexual,
geographical, or a combination of
factors. Members of a subculture
often signal their membership
through a distinctive and symbolic
use of style, which includes
fashions, mannerisms, and argot.

How do members
of a particular
subculture often

allow them to develop a sense of signify their
identity. Subcultures can be association with
distinctive because of the age, the group?

By using style as a form

of symbolism

Subcultures bring together like-
minded individuals who feel
neglected by societal standards and
allow them to develop a sense of
identity. Subcultures can be
distinctive because of the age,
ethnicity, class, location, and/or
gender of the members. The
qualities that determine a subculture
as distinct may be linguistic,
aesthetic, religious, political, sexual,
geographical, or a combination of
factors. Members of a subculture
often signal their membership
$lthrough a distinctive and symbolic
use of style!$, which includes
fashions, mannerisms, and argot.

7 (b) An example of a when-question where the preposition should be included in the span.

century. At the beginning dress was
heavily influenced by the Byzantine culture
in the east. However, due to the slow
communication channels, styles in the
west could lag behind by 25 to 30 year.
Towards the end of the Middle Ages
western Europe began to develop their
own style. one of the biggest
developments of the time as a result of the
crusades people began to use buttons to
fasten clothing.

Europe stop

relying heavily

on influences
and start
developing its
own style?

Paragraph Question | Multi-choice | Answer Span

Answer
Gothic style peaked in the period between | When did Around the end of | Gothic style peaked in the period between
the 10th - 11th centuries and the 14th western the Middle Ages the 10th - 11th centuries and the 14th

century. At the beginning dress was
heavily influenced by the Byzantine culture]
in the east. However, due to the slow
communication channels, styles in the
west could lag behind by 25 to 30 year.
$ltowards the end of the Middle Ages!$
western Europe began to develop their
own style. one of the biggest
developments of the time as a result of the
crusades people began to use buttons to
fasten clothing.

7 (c) An example of a how-question case where the preposition should be included in the span.

rival soldiers. About 1000 B.C., the
Assyrians introduced the first cavalry. A
cavalry is an army that fights on
horseback. The saddle had not yet been
invented, so the Assyrian cavalry fought on
the bare backs of their horses.

Paragraph Question | Multi-choice | Answer Span

Answer
The invention of spoke wheels made How are on horseback The invention of spoke wheels made
Assyrian chariots lighter, faster, and better | battles that Assyrian chariots lighter, faster, and better
prepared to outrun soldiers and other utilize a prepared to outrun soldiers and other
chariots. Arrows from their deadly calvary chariots. Arrows from their deadly
crossbows could penetrate the armor of fought? crossbows could penetrate the armor of

rival soldiers. About 1000 B.C., the
Assyrians introduced the first cavalry. A
cavalry is an army that fights $!on
horseback!$. The saddle had not yet been
invented, so the Assyrian cavalry fought on
the bare backs of their horses.
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8. In some cases, the exact original answer string can be found multiple times in the paragraph.

Choose the appropriate one only.

Paragraph Question Multi-choice | Answer Span
Answer
Eighteen percent of Venezuelans are Which line of work Ol Eighteen percent of Venezuelans

unemployed, and most of those who are
employed work in the informal economy.
Two thirds of Venezuelans who work do
so in the service sector, nearly a quarter
work in industry and a fifth work in
agriculture. An important industry for

Venezuelans is oil, where the country is a

net exporter, even though only one
percent work in the oil industry.

mentioned in the
passage employs
the least number of
Venezuelans?

are unemployed, and most of those
who are employed work in the
informal economy. Two thirds of
Venezuelans who work do so in the
service sector, nearly a quarter work
in industry and a fifth work in
agriculture. An important industry for
Venezuelans is oil, where the
country is a net exporter, even

though only one percent work in the
$10il'$ industry.

9. The Belebele dataset was initially curated as a multiple-choice reading comprehension
dataset. As a result, the questions were not crafted in a way that is suitable for extractive QA,
and as such it may not be possible to find an exact answer or any answer:

9 (a) You may come across some answers that cannot be found simply in a span of text i.e. reasoning
or deduction is needed through reading the rest of the passage. In these cases, mark the span where
evidence for the answer can be found. Then mark it as BB to indicate that it's problematic due to the
nature of the Belebele dataset.

In some cases, you may need to unhide the original answer (column H) to help you decide whether or
not it should be labelled it as BB.

Example of BB case:

Paragraph Question | Original Multi-choice Answer Belebele
Answer Problem?
The balance of power was a system In which Spain The balance of power was a BB

in which European nations sought to
maintain the national sovereignty of

country was
the first war

system in which European nations
sought to maintain the national

all European states. The concept was | in Europe sovereignty of all European

that all European nations had to seek | whose states. The concept was that all
to prevent one nation from becoming | central issue European nations had to seek to
powerful, and thus national was said to prevent one nation from becoming
governments often changed their relate to the powerful, and thus national
alliances in order to maintain the balance of governments often changed their
balance. The War of Spanish power rather alliances in order to maintain the
Succession marked the first war than having balance. The War of Spanish
whose central issue was the balance | a religious Succession marked the first war
of power. This marked an important context? whose central issue was the

change, as European powers would
no longer have the pretext of being
religious wars. Thus, the Thirty
Years' War would be the last war to
be labeled a religious war.

balance of power. This marked an
important change, as European
powers would no longer have the
pretext of being religious wars.
Thus, the Thirty Years' War would
be the last war to be labeled a
religious war.
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9 (b) You may also be asked a true or false question. These are also not useful for our QA dataset.

Remove the passage text and mark with X.

Paragraph Question Multi- Answer
choice Span
Answer

Virtual teams are held to the same standards of excellence as conventional Based on the Convention | X

teams, but there are subtle differences. Virtual team members often function | passage, which | al teams

as the point of contact for their immediate physical group. They often have statement are usually

more autonomy than conventional team members as their teams may meet regarding held to a

according to varying time zones which may not be understood by their local physical and higher

management. The presence of a true “invisible team” (Larson and LaFasto, virtual teams is | standard

1989, p109) is also a unique component of a virtual team. The “invisible not true?

team” is the management team to which each of the members report. The

invisible team sets the standards for each member.

9 (c) In some cases, inference or calculation is required to establish the answer to the question. In
other words, there is no particular span in which the answer can be found. Remove the passage text

and mark as X.

MRI is based on a physics phenomenon called nuclear magnetic
resonance (NMR), which was discovered in the 1930s by Felix Bloch
(working at Stanford University) and Edward Purcell (from Harvard
University). In this resonance, magnetic field and radio waves cause
atoms to give off tiny radio signals. In the year 1970, Raymond Damadian,
a medical doctor and research scientist, discovered the basis for using
magnetic resonance imaging as a tool for medical diagnosis. Four years
later a patent was granted, which was the world's first patent issued in the
field of MRI. In 1977, Dr. Damadian completed the construction of the first
“whole-body” MRI scanner, which he called the "Indomitable”.

the first patent
granted for
medical imaging
resonance?

Paragraph Question Multi- Answer
choice Span
Answer
In what year was | 1974 X
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E Guidelines for Modern Standard Arabic Answer Span Annotation

Belebele Answer Span: Arabic Annotation Guidelines

You'll be provided with a context paragraph and a question related to that paragraph. Your task is review
and validate the pre-annotated answer span in the given paragraph. You should edit the span where
necessary. The span indicates either the exact answer or where evidence of the answer can be found.
The span should be as concise as possible.

The original Belebele multi-choice answer has been hidden in your file. However, the examples
provided below include the multi-choice answer simply to illustrate the differences in the nature of the
original answers and the “answer span” - which may help explain some annotation guideline
decisions.

Please follow the annotation guidelines below carefully.

1. The span should identify the part of the text in which the answer to the question or evidence
of the answer can be found

Where necessary, edit the start of the span with $! and the end of the span with !$ . (Answer
Span column V)

The answer span needs to be as short as possible.

Finding a relevant span is more important than finding an exact answer.

Don’t include non-relevant punctuation.

Include the preposition if the question is a When/ Where/ How question.

In cases of multiple instances of the answer string, choose the appropriate one only.

Mark problematic questions with BB or X.

N

N OTA W

Examples expanding on quidelines 3-8 are presented next.

3. The answer span needs to be as short as possible.

3 (a) Example of correct annotation:

Paragraph Question Multi- Answer Span
choice

Answer
Osmaiiags ¢ pall dndity 531 GannSYI L) s Alee & UL 2ol 3 L el ¢l iy (A GannSY L) i
(08N ) il adlay s ¢ s SN sl S 8 % uall el @qulgﬁﬂ\wi‘f&u@}
il JYA (e Gl (e Lgalads L) piuss O lads bl qial (L3 s) Ll
e LDl 5 gy i, JIall (5 i g3 LS 5 uall LS 5 paall Jiadl) JMA (e $lomadl§
IS Ll (e Al gl A aladall aliea | iyl O LDl 5 sy qia, JIal) (5 i sy
Lol b guall Sy Y el g Ll (e Al gl A slalall alaea byl
il il all (e el s IS

3 (b) Example of incorrect annotation: (Note: You don’t need to add more context to the span)

Paragraph Question Multi-choice | Answer Span
Answer
Gy s Qg g sall Sleall st Sl guiasll e b o i) 8 L g gadll ol i) Gl g g sall Sleall ot Sl guasll
o il (& i) e Tyl @ ety o) 45 sall 5 5all il e Ty adll @ ety adl) Gy (S3
3253 (an il B QI ) 3 a5 ol 01 Sl ) 2sm s Gl ) and il b
Apgedl) i) et Yyl et i) jaal 335V ens il
$1.4 50 <l el
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3 (c) In some cases, the answer can’t be found in a concise form in the paragraph, thus requiring a
longer span. Find the answer span where one can find the answer to the question, including the
additional information that it may entail. Example of correct annotation where longer span is necessary:

Paragraph

Question

Multi-choice Answer

Answer Span

e L) F yal) Ul ga 5 581} o i J1 3 ) o puin
Lt a8 3ol ) a sy Bluae Va1 A
oo sl A 8 G )l g s e
IOV Slasla S 505 (USGS) SaseY)
e 1N 5850 oS el il il
Bt Jatis Juatk G (Se 15) o 20 Jom
(s csia (Che 40) 2SS 65 s s

Aanally IS0 S 5a8 o

Gsia Sbed0

A L g 8 58l das gie JI 31 oy
Agials Y s Blae VoA delld)
B JB el el £ 585 0 A B
(USGS) sSae¥) (o ) ol sl

Led il il gl IOV W Slaslea S e
#S20 s 2 e JIN S 5e 0S5
sk 3 Jledis Jlad o (Bl 15)
six (3a 40) S 65 s sl$
$lisn

4. Finding a relevant span is more important than finding an exact answer.

4 (a) In some cases, there is no exact answer in the paragraph, and therefore reasoning or deduction
would be required to give a fully comprehensive answer. Yet keep in mind that the task is finding the
span which points to evidence for the answer. In these cases, simply identify the span of text where
an answer can be found. In the example below, the referent “this” can later be resolved by the reader
by reading the earlier text in the passage (movement of men and materials).

Paragraph

Question

Multi-choice
Answer

Answer Span

DBV (e de sl de pame il ilall o S5

Balal) Aadad Aianl 5 5 jilall £ 53 ans Ll Adliad)
e biliall LAY il 1Y) La g o5yl 438, 5
b il i L Sy o2l hadll LA

Ol oS Wiy LT ) e sl Laddl L3a
SO e AT ST ikl s

) Ol

3 ekl 5,08 adlad 13 e
SAOA ) Jay) b

G LAY S 13y
Y LAl

Adlinal Y e de sile de gana ol jakall (S 08
T sl B3l Axded Baal 5 3 gkl & g5 o e
L1aall LA (a3 iliall LAY cul€ 1) Ly e iiall

Lall LA 3l jdkal) Js Jasd oSl | slny)
Skl st o Ry Lty (SIJERYI ) a gt
LMl 5l LAY Csa s AT oSWl

5. Don’t include non-relevant punctuation

5 (a) Final punctuation is usually not considered relevant

Paragraph

Question

Multi-choice
Answer

Answer Span

o ) il pa (55l Sleall (s I pumall
s il 8 QR e ey adl) & ety )
B3V et il (b QIR Y 35 o 520
A geall el and i) aal

Lsadll 5500 e ¢ 3
S pa pall oy

53,531

o) G 52 5 (505 Sleall st N sumall
Ol ol et il (8 Q) e Ty aall o ey
al GBS cans il B QN ) 3 5an s
g gadl) Ol pasl) and Y
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5 (b) Closing punctuation is more likely to be relevant. () “ “[]
The example below includes the closing bracket in the span.

Geob e (oalall o8l i b sl Al
sz 201530 5 (2 5l Aaslas (3a) by (Sl
YLl Jra el 138 S (3,18 )l drala (30)
G ) 5 4G ganl 1 s gall g Annslalinal)

N gal 5 @) (1970 ple B ALEs gy <l
B Gl lad alle 5 b a5 cglualals
BAlS pdalinall (il g peadl) aladiul 4ide

Bel e o ol s )l ey Sl Gapiiil)

A allall 8 gl yial 3o Jl culS il g e ) Al
& malalinall il o eatll e B Leaia
e gl e} laslaly 538 JaSind 1977 ol
Cameall JalSI plalinal) G M g seaill (g

o Y AP0 sl (e 3

Paragraph Question Multi-choice | Answer Span
Answer
58 e il (il seatll At ) B e Drosrs s | Rl sl o mllinall (L s gl aains”
(NMR)e (555l (qumlabisall 03l o Al 58 95 55 gl s (NMR)e 51351 guallisall 01 1 (ans

OASAIG Bi sk e bl Gl LD Cli)
Aaala () daese 209309 (Qusdilin daala ¢a) ¢ 5%
Lol VLl Jead el 13 3 GI(,10,0
8 ALY gl Cl HLE) Cai 50 4G g0l s sall
alle sl g 5 (el X sayl ) 21 1970 ple
Ol g peadll aladiu) adde 3 A Gl (s
& e s )l ey Sl ezl B1aS ezl
gl sel Ul cilS il o) 8l Bel i
bl G il sl Jlae (B Leaie oy allal
e I L) laalala 5 5 JuSinsl 1977 ol 3
) JalSF laliral il g el S gun
"6 Y g a sl e g2l

6. If the question is a When/ How question — then include the preposition or adverb that would
normally form part of an appropriate answer. Note that sometimes the preposition is already
part of the word in the form of a morpheme.

6 (a) An example of a “how-question” where the preposition should be included in the span.

Paragraph

Question

Answer

Multi-choice

Answer Span

Jaa of Gl sall il lasll g 58l ¢ Uatas
S5 s L5 casl a, 5891 il el

e sAY) il g o giall 53t Talasin
& 50 ALEN Lol 81 pe Aalladl algaddl (35385 ¢
2o Jsl s s8Y) a3 cpdliiall o ginl)
3k 3l U 1000 ple s (B ol p
SNl dall Haeds o di G s gl il
il Jild A camy g AN 38 )

Alall aglsit Hseds e 05 )55

) &l alad cuils G
Tolu ) aading

Jall ek e

Ol Ul sl @13 claall o) sl g Uil

g omls U asl 2y 5290 il all dany

ilall s asiall gladl Talaiul ST

O Al Al 585 Of (Sar s AY)
a3 Cppndlinl 3 il g 5 0 AL Gl A

dle s 8 gl b 23 Jsf s 58
Sl s Gl #3230l JE 1000
ol 0% Al SIS Hegh Ae1$ i
sV Ol Ji8 AN oy p Al

LAl agdsd el e

6 (b) An example of a when-question where the preposition should be included in the span.

e @l i ol ) sde gaad) i el
ekl e (3l 8 ki sl A& < 3 dgladl
5 edad )l (S (e a2 ) e 5 Tl 158

Gl Lo a8 o all 3 Ll el 8 ol 530
Sy sl ) seanll e 3 A5 30 ) 25
O baaly paladl Lo sl skt (8 4 2 syl
Gapliall g pall Ao < gl @lld & oy skl S
LoDl a5 15N alasid 8 Gl iy

g el Je yasl) slaie )
Soalall L sbul st A

Paragraph Question Multi-choice Answer Span
Answer
o e Lo B8 g 4553 (o sl 1M Ay 0o R gyl i e | gl pemall Al b | e Lo B o 4550 sl I Ay

QA ) e galall i kel oy Al
A @l 3 de )
1580 Gudlall e (3l (3 ki
el ki oy o gt )l Gle s Tk
Al Al 8 (Jual gl ol 8
5n30 ) 25 e L s il
iy (§l sl ) seanll Aigs A1
comla L slad st (8 2 21 Ly
gl Gl &l skl i e saal
o Ol Ty Bl (s pall Aas

S el gl Y sl
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7. In some cases, the exact original answer string can be found multiple times in the paragraph.
Choose the appropriate one only.

Paragraph Question Multi-choice Answer Span
Answer

el Qe ) paindy 5 il e el e ol G e Ay S | gl U Sl gl el el g i caslal®

S o sl Plas s gl s @i e fagll Jlael & sl 3 Dalpa sl g U sl plaa s

Ce sl M) Ll clal ey aal Ciay e dna g ) s e o5

aal Caay dCa e g ) ss OHE Ga Alla a5 Ll el Bune (a8 al)

o B Ll iy T 0l 5l o O (e il il pat Sy 7 sl

gl ¢ yland) Glas e Al Jas Al aladl ¢ Jlie Gaghy | sald 5 iyl

1l SRl b ) e e b Opaliall $17ASEH Aliaa GSul$ G sl

ENE ST W R ) " on sill Al sial)
PElSA Aae S e aall
"ol s giall B oy el

8. The Belebele dataset was initially curated as a multiple-choice reading comprehension
dataset. As a result, the questions were not crafted in a way that is suitable for QA, and as
such it may not be possible to find an exact answer or any answer:

8 (a) You may come across some answers that cannot be found simply in a span of text i.e. reasoning
or deduction is needed through reading the rest of the passage. In these cases, mark the span where
evidence for the answer can be found. Then mark it as BB to indicate that it's problematic due to the
nature of the Belebele dataset.

Example of BB case:

Paragraph Question Original | Answer Span Belebele
Answer Problem?
el gl Lol ZaUal) 3 45 3) sal) cilS oall cilias Ay gl 8 Lilau e il gl Lol ZaUal) 3 45 3) all cilS BB

salaudl e Jailal o g 5W) Joall DA | i€ g Lyl B ) sl e Jailal of 25531 Jsall ADIA
o= AW sl gans Auslall Ak ) Uagi yo &3S 5l sl o A5V sl gaany Aaslall Akl
OF g 559 Il e o e o seiall OF e Y sl 035 OF g 559 Jsl en o e o seal
Ay gl () (e Baa) 5 A g wid oad RURTERY IV BUPS Ay e o) e Baal 5 Al g0 pial s
i gl e sSal e L bale L il gl e sSall oy L ale il
G clS o)l e Dalaadl Lgilallas ol il ol e Jalaall Lgalallag
S T V) all s daluy) ASal) S A Gl o $laslLy) ANl
A Sl Ol e (b Ay S all Lginad OIS Lsll Ol ae (A A pall Ll culs
sl Al any ol Cus cage s Al Gl Al any ol Cum cage s Aliay el
388 5 A Lg oy L s<l Am )3 By 5 5Y) 385 A Lg LS Any )3 B sy 5Y)
Casica AT lle 0 G o sSia Caasi ca DA Lile 00 G o sSia
‘ ERRYEPIIN L con Ll

8 (b) Questions for which an answer (or evidence for an answer) could not be found at all have been
marked as X (as per the English annotations)

Example of X case:

Paragraph Question | Original | Answer Span Belebele
Answer Problem?
Aailae b SV o el 2B b 5 ) sall cilS Dl S ile | uilaall gaas b S oLl aaaEal) S sall cilS X

JI3EY A gl ilaall (e a5l o8 75 jaall dums Aale ) el ilaall o dam ) 58 7 Sl Aldlas
& Cmraall J e o3l o3 138 Lia g (Sia Al 5 juall U8 el ad 0 Ly (Sa 2B J 5 Y A
e o sell iy il Al e B ¢ ) A A e Gl G 3 Gy peaal
Ose Al oyl e Al dadall o) jaY) o asl Fadall ol aY) g lanl 5 alie Y1 o el e
[BEVUEIHO I SEN [ WOTGPPF X JCH| Auan (g gial Cuall e Al Gyl e )
el sl sae e g _paall Sgall 5315 A ylal) sl (g3 a7 3liall 5 uall Anaa® ol (3 ual)
sils Maas 5 yaa slias (LSY) el W ysSl) el L ysSl) el sl sae e (5 guadl)
i gse ol i BEYY poell elidl 5. sel i Jsell sils dlaas s pa ey (oS
e el s il 5 el a1 (e aall el i iy esisi s il Sil SV o el oL)
ERBRIER PIF PENC PGS PepS Srall 5 il 5 el ja Y (e 22l oLy
AELBRIER PIF PRSPPI
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