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Abstract

Effectively balancing accuracy and cost is a crit-
ical challenge when using large language mod-
els (LLMs) for corpus annotation. This paper
introduces a novel compression method based
on keyword extraction (PCKE) that effectively
reduces the number of prompt tokens in text
classification annotation tasks, with minimal to
no loss in accuracy. Our approach begins with
an LLM that generates both category labels and
relevant keywords from a small set of unanno-
tated data. These outputs are used to train a
BERT-based multi-task model capable of clas-
sification and keyword extraction. For larger
unannotated corpora, this model extracts key-
words which are then used in place of full texts
for LLM annotation. The significant reduction
in prompt tokens results in substantial cost sav-
ings. Furthermore, using a few well-chosen
keywords ensures that classification accuracy
is maintained. Extensive experiments validate
that our method not only achieves a superior
compression rate but also maintains high accu-
racy, outperforming existing general-purpose
compression techniques. Our approach offers
a practical and cost-efficient solution for large-
scale text classification annotation using LLMs,
particularly applicable in industrial settings.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable zero-shot learning capabilities across
numerous NLP tasks (Kojima et al., 2022), includ-
ing text classification (Sun et al., 2023a). How-
ever, due to high costs and time consumption, di-
rectly using LLMs to classify large-scale text in
industry is often impractical. A common approach
is to use LLMs to annotate a subset of the data,
which is then used to train more efficient smaller
models, typically based on BERT (Devlin et al.,
2019; Sun et al., 2019; Han et al., 2021). Nu-
merous studies have proposed methods to improve
the accuracy of large language models (LLMs),
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Figure 1: The average cost and accuracy for text clas-
sification datasets used in this work. The bar chart
represents the average cost per GPT-4o API call, while
the line chart shows the average accuracy of the LLM
annotations. It can be seen that our method reduces
token consumption while maintaining a very high anno-
tation accuracy.

such as Chain-of-Thought (CoT) (Kojima et al.,
2022), In-context Learning (ICL) (Brown et al.,
2020; Xu et al., 2024), self-consistency (Wang
et al., 2022; Huang et al., 2023a), automatic prompt
optimization (Zhou et al., 2022; Pryzant et al.,
2023; Yang et al., 2023). Although these meth-
ods have achieved notable results, they require
longer prompts and result in increased computa-
tional and financial overhead, particularly in text
classification with long texts. Prompt compression,
therefore, has emerged as a critical yet sufficiently
under-explored technique for shortening lengthy
prompts.

Several studies have been conducted to enhance
the efficiency of prompts for LLMs. Batch Prompt-
ing (Cheng et al., 2023; Lin et al., 2023) reduces the
average system prompt consumption by annotating
a batch of data in a single API call. On the other
hand, general-purpose prompt compression meth-
ods aim to shorten the prompt length by removing
redundant information and retaining essential infor-
mation (Li et al., 2023; Jiang et al., 2023b,a; Pan
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et al., 2024).
However, despite the impressive performance of

these methods aimed at reducing the cost of LLMs,
they may still fall short of expectations in text clas-
sification tasks. The main reasons are: (1) Methods
like Batch Prompting, which annotates a batch of
data in a single API call, only reduce the average
length of the system prompt. However, in text clas-
sification tasks, the text often contains a significant
amount of redundant information that contributes
little to the classification. Therefore, the cost sav-
ings of Batch Prompting methods are still limited.
(2) Many prompt compression methods focus on
overcoming context window limitations, enabling
LLMs to process longer texts (Jiang et al., 2023b;
Li et al., 2023; Jung and Kim, 2023). However, our
goal is to annotate high-quality data at a lower cost
to train an excellent small language model as a text
classifier. As a result, existing prompt compression
methods are not well-suited to our task.

To address the aforementioned problem, we pro-
pose a Prompt Compression method Based on
Keyword-Extraction (PCKE). Specifically, our
prompt compressor is a keyword extraction model
based on a fine-tuned BERT. When invoking the
large language model for annotation, we replace
the original text with the extracted keywords to
achieve compression. Meanwhile, to enhance the
relevance of the extracted keywords to the sentence
categories, we incorporated a classification task in
the keyword extraction model.

The process of corpus annotation is conducted in
tandem with the training of the compression model
through an iterative approach. Initially, we call an
LLM to extract keywords and category labels for a
subset of the training set, thereby training an initial
compression model. This model is then utilized to
compress a new batch of unlabeled data, which is
subsequently fed back into the LLM for annotation.
The resulting annotated data is integrated into the
final annotated corpus, while also serving as train-
ing data for an enhanced compression model. This
iterative process continues until all the unlabeled
data is annotated. It is noteworthy that the final
compression model itself can serve as a baseline
classification model for online deployment.

To evaluate the effectiveness of our approach,
we conducted extensive experiments on multiple
text classification datasets. The experimental re-
sults demonstrate that our method achieves the
highest annotation accuracy among all the com-
pared methods, closely matching the performance

obtained with uncompressed prompts. This indi-
cates that PCKE has a superior capability to per-
ceive essential and task-specific information, re-
sulting in minimal information loss. Moreover, it
achieves superior accuracy while requiring fewer
tokens, demonstrating its excellent compression ca-
pabilities. Compared to the current state-of-the-art
method, LLMlingua2 (Pan et al., 2024), our ap-
proach achieves an average accuracy improvement
of 4.4% at the same compression rates. Further-
more, it preserves 97.7% of the original uncom-
pressed prompting performance while only con-
suming 33.1% of the tokens required by the origi-
nal prompt.

Overall, our main contributions can be summa-
rized as follows,

• To the best of our knowledge, we are the
first to propose a prompt compression method
specifically designed for text classification
tasks.

• Our approach demonstrates significant advan-
tages in both accuracy and compression rate
compared to general compression methods.

• By substituting the extracted keywords for the
original text, we have verified that a minimal
set of keywords encompasses the majority of
the information necessary for classification
tasks, especially for LLM.

2 Related Works

Prompt Compression Methods aim to enhance
the efficiency of LLMs by significantly reduc-
ing the length and complexity of prompts while
preserving essential information for accurate re-
sponses. Based on the use of task-specific infor-
mation, these methods can be classified into task-
aware and task-agnostic approaches.

Task-agnostic compression methods do not rely
on task-specific information but instead use general
compression techniques to simplify input prompts.
For example, information entropy-based methods
(Li et al., 2023; Jiang et al., 2023a) use a Small
Language Model (SLM) to evaluate the informa-
tion entropy of each word to remove redundant
content. LLM-based methods directly use a well-
trained LLM for compression (Pan et al., 2024),
or fine-tune the LLM (Ge et al., 2023). However,
since the compressor is unable to discern which
information is critical to the task, this method may
lead to a decline in downstream task performance.
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Moreover, compression methods based on LLMs
are not suitable for text classification tasks because
they require high computational overhead.

Task-aware compression achieves efficient com-
pression by identifying and extracting information
highly relevant to specific tasks, thereby providing
more precise context and task-related information.
This ensures that the model maintains high perfor-
mance even when handling complex tasks. For
example, LongLLMLingua (Jiang et al., 2023b)
employs a question-aware compression technique
that operates in a coarse-to-fine manner to estimate
the information entropy of tokens. It dynamically
adjusts the estimation based on the specific ques-
tion. Reinforcement Learning (RL) is also utilized
to train a model for prompt compression using re-
ward signals from current prompt (Jung and Kim,
2023) or downstream tasks (Huang et al., 2023b).

However, these methods do not achieve the mu-
tual promotion between downstream tasks and
prompt compression. Our approach differs in that
we simultaneously train a prompt compressor and
a classifier for downstream tasks, allowing them to
mutually reinforce each other, thereby enhancing
the performance of both tasks.

3 Method

Our goal in this study is to develop a text classi-
fier that achieves high accuracy while being cost-
efficient. To this end, we introduce PCKE, a
novel approach capable of simultaneously execut-
ing prompt compression and text classification.
The subsequent sections will detail our method,
which is structured around two essential compo-
nents.

3.1 Initial Annotation for Prompt
Compression and Text Classification

Firstly, we have a purely unsupervised training set
Dunlabeled. At the initial round of PCKE, we ran-
domly sample D0 from Dunlabeled and annotate it,
resulting in D

′
0. The remaining data is denoted

by Drest. Then we incorporate D
′
0 to the training

set Dtrain. For the annotation method, inspired by
Chain-of-Thought (Kojima et al., 2022) and CARP
(Sun et al., 2023b), we enable LLMs to annotate
category labels and extract keywords simultane-
ously. This not only helps to improve the annota-
tion accuracy but also makes it possible to train
the SLM for subsequent prompt compression tasks.
In the annotation step, we may directly perform

Algorithm 1 PCKE Procedure
Input: Di denotes unlabeled dataset sampled from

Dunlabeled. Drest denotes the rest of the unla-
beled dataset, SLMi denotes the SLM after
i-th iteration. k denotes the amount of data
required in each round and N denotes the num-
ber of iterations. CMP_Di denotes the com-
pressed dataset.

Output: Cmpi denotes the prompt compressor,
Clfi denotes the text classifier. They are one
SLM that can perform two tasks.

1: D0, Drest ← Dunlabeled

2: D
′
0 ← ANNOTATE(D0, LLM)

3: Dtrain ← D
′
0

4: Cmp0, Clf0 ← TRAIN(Dtrain, SLM)
5: for i = 1→ N do
6: Di, Drest ← SPLIT(Drest, k)
7: CMP_Di ← COMPRESS(Di, Cmpi−1)
8: D

′
i ← ANNOTATE(CMP_Di, LLM)

9: Dtrain ← Dtrain +D
′
i

10: Cmpi, Clfi ← TRAIN(Dtrain, SLM)
11: end for
12: return CmpN , ClfN

zero-shot In-Context Learning (ICL). However, the
quality of annotated data has an essential influence
on the subsequent step of training SLM. To en-
hance the quality of our annotation, we employ
the self-consistency method as described by Wang
et al. (2022). In this approach, the keywords are ex-
tracted multiple times, and the final set of keywords
is obtained by taking the union of these multiple
extractions. This ensures a more comprehensive
and reliable set of keywords, ultimately leading to
better training outcomes for the SLM.

3.2 Knowledge Distillation to SLMs

After obtaining the annotated dataset from LLM,
the subsequent step is to train an SLM that can per-
form both classification and prompt compression
tasks simultaneously. For the classification task, it
is straightforward. We use an MLP classifier on
the embedding vectors from the SLM encoder. As
for the prompt compression task, we consider it
as the extraction of keywords that are beneficial
for classification. Consequently, we carry out a
word-level binary classification to decide whether
each word should be kept or not. Eventually, the
redundant information that makes no contribution
to classification can be removed, and the length of
the prompt will be significantly reduced.
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3.2.1 Architecture of SLMs
Formally, we utilize a BERT (Devlin et al., 2019)
encoder as the feature encoder fθ and two MLPs for
sentence-level classification and word-level clas-
sification. Given an original text xi consisting of

N words xi = {x1i , x2i , ..., xNi } =
{
xji

}N

j=1
, let ỹi

denote the category label of xi and yi =
{
yji

}N

j=1
denote the corresponding labels for all words in xi.

hi = fθ(xi)

h0i =
N∑
j=1

hji

where hi =
{
hji

}N

j=1
denotes feature vectors for

all words that are used for prompt compression and
h0i represents the CLS vector used for classifica-
tion.

Then, by applying Softmax function and MLPs,
we can get

pcls(xi) = softmax(MLP1(h
0
i ))

pkwd(x
j
i ) = softmax(MLP2(hi))

where pcls (xi) ∈ RC represents the probabil-
ity distribution of the original text category and
pkwd

(
xji

)
∈ R2 denotes the probability distribu-

tion of labels {preserve, discard} for j-th word
of text xi. For a sample xi, the classification loss
and keyword loss can be defined as follows:

lcls = CrossEntropy(ỹi, pcls(xi))
lkwd = CrossEntropy(yi, pkwd(xi))

Where lcls represents the classification loss and
lkwd represents the keyword loss.

3.2.2 Robust Training of SLMs
The total loss for training SLM can be calculated
by directly summing the classification loss and the
keyword loss. Nevertheless, datasets annotated by
LLMs may be noisy, which will lead to the perfor-
mance degradation of SLM. Fortunately, previous
studies (Han et al., 2018; Li et al., 2020) in weakly
supervised learning have demonstrated that deep
models have the potential to detect noisy samples
during the training process. Therefore, we adopt
a selection-based technique (Li et al., 2020) to de-
velop a robust SLM for classification and prompt
compression. Specifically, after several warm-up
epochs with standard training on the noisy dataset,
the cross-entropy li can indicate how well the SLM

fits each sample xi. We use a Gaussian Mixture
Model (GMM) with two components to model the
loss li, allowing us to distinguish between clean
and noisy samples. Let wi = p(g|li) denote the
probability of xi belonging to the Gaussian com-
ponent with smaller mean g, which is interpreted
as its clean probability. By setting a threshold τ
on wi, the training set can be divided into a clean
subset Dclean and anoisy subset Dnoisy

Dclean = {(xi, yi, ỹi) | xi ∈ Dtrain,wi ≥ τ}
Dnoisy = {(xi, yi) | xi ∈ Dtrain,wi < τ}

During the training process, we adopt different
loss strategies for noisy samples and clean samples,
under the assumption that the keywords extracted
by the LLM are less likely to be wrong. Specifi-
cally, for samples from the clean subset Dclean, we
calculate both classification loss and keyword loss,
while for samples in the noisy subset Dnoisy, we
only calculate keyword loss. This can be formu-
lated as:

Lclean = 1
|Dclean|

∑
xi∈Dclean

(lcls(xi) + lkwd(xi))

Lnoisy = 1
|Dnoisy |

∑
xi∈Dnoisy

lkwd(xi)

Ltotal = Lclean + αLnoisy

Where lcls and lkwd are classification loss and key-
word loss which have been defined in section 3.2.1.
Lclean and Lnoisy are the total loss of clean sam-
ples and noisy samples respectively. α is the loss
weight parameter which can be learned automati-
cally to balance Lclean and Lnoisy.

3.3 Low-cost Annotation and SLM Training

After the initial round of annotation and Knowl-
edge Distillation to SLMs, we have an SLM that
can be used for prompt compression. Then, we per-
form inference on the remaining train set Drest and
obtain compressed text. If the remaining training
set is not large, we will compress and annotate all
the remaining data, merge the resulting data with
Dtrain, and train the SLM again. Alternatively,
we can also compress and annotate part of the re-
maining training set, then incorporate the resulting
data to Dtrain and train the SLM. This process can
be executed several times. It is worth noting that
by doing so, we can obtain the SLM with higher
classification accuracy at a lower annotation cost.
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4 Experiment

In this section, we present comprehensive experi-
mental results to validate the efficacy of our pro-
posed method (PCKE). For more detailed informa-
tion, please refer to Appendix A.

4.1 Datasets and Implementation Details

We conduct experiments on four classification
datasets: MR (Pang and Lee, 2005), Amazon-
531 (McAuley and Leskovec, 2013), AGNews
(Zhang et al., 2015), and Inshort-News (Xu et al.,
2020). Table 1 provides the basic statistics for these
datasets. MR is a movie review sentiment classi-
fication dataset with two categories. Amazon-531
contains 142.8 million product reviews, we sam-
pled 22,000 reviews from six product categories
for training and testing. AGNews includes news
articles in four categories, with 30,000 training sam-
ples and 1,900 test samples per class. We randomly
selected 5,000 articles from each category for the
training set, totaling 20,000 articles. Inshort-News
offers brief summaries of news articles across seven
categories, with 4,000 entries for training and 1,000
for testing. For the MR and Inshort-News datasets,
we utilized all texts from the original training sets.

Datasets MR Amazon-531 AGNews Inshort-News
#Categories 2 6 4 7

#Train 8,530 20,000 20,000 4,000
#Test 1,066 2,000 7,600 1,000

Table 1: Basic statistics of the four classification
datasets.

We employ the OpenAI GPT-4o model for all
experiments. In Round1 (Initial Annotation for
Prompt Compression and Text Classification), we
randomly selected and annotated 2000 samples
from Dunlabeled as the initialized dataset Dtrain,
while the remaining data are assigned to Drest. The
decoding temperature is set to 0. Following Cheng
et al. (2023), we set batch size to 20. The compres-
sion rate τ is defined as the quotient of the number
of words in the compressed text and the number of
words in the original text.

4.2 Compared Methods and Metrics

To validate the efficacy of our proposed method
(PCKE), we compare our method against several
state-of-the-art methods. Selective-Context (Li
et al., 2023) is a model-agnostic approach, which
identifies and prunes redundant content using self-
information computed by LLaMa-2-7B. KeyBERT

(Grootendorst, 2020) is a general keyword extrac-
tion method. We adopted it directly for prompt
compression as one of the baselines. LLMLin-
gua2 (Pan et al., 2024) identify preserved tokens
by LLMs such as GPT-4 and train a Transformer
encoder to compress prompts.

For the evaluation metrics, we utilized classi-
fication accuracy. Specifically, we assessed the
classification performance of the SLM by using
its classification accuracy. To evaluate the com-
pression performance of the SLM, we compared
the accuracy of the LLM’s annotations on the text
before and after compression.

4.3 Main Results
Given a fixed compression rate, we utilized these
methods to generate compressed prompts for data
annotation using GPT-4o. Subsequently, we com-
pared the annotation accuracy and the number
of input tokens consumed. The experimental re-
sults, presented in Table 2, demonstrate that our
method achieved the highest annotation accuracy
among all the compression methods, closely match-
ing the performance obtained with uncompressed
prompts. This indicates that PCKE has a superior
capability to perceive task-specific information, re-
sulting in minimal information loss in the com-
pressed prompts. Furthermore, our method main-
tains higher accuracy while requiring fewer tokens,
demonstrating superior compression capabilities.

Moreover, the result of employing our method
for data annotation and subsequently training a
classifier with this annotated data is shown in Ta-
ble 3. The performance of the SLM trained using
our annotated dataset is comparable to that of the
model trained with data annotated using the orig-
inal prompts. Through the iterative training, we
observed a gradual and mutual enhancement be-
tween the compressor and the classifier. The com-
pressor is aware of the task-specific information,
which helps to identify the most significant content.
Meanwhile, with explicit supervision from the key-
words, the classifier can better concentrate on the
critical elements of the text, thereby improving its
classification ability. More detailed results of the
iterative process can be found in section 4.4.

4.4 Effect of Increase Iterations
In PCKE, we first annotate a small portion of the
training set and train the SLM. After that, we per-
form the prompt compression task, annotate the
remaining data, and train the SLM again. However,
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Method MR Amazon-531 AGNews Inshort-News
acc τ Tokens acc τ Tokens acc τ Tokens acc τ Tokens

Original Prompt 94.22 - 28.6 88.78 - 93.5 88.74 - 57.7 78.21 - 88.2
Compressed Prompt
Selective-Context 76.61 0.3 14.6 80.43 0.15 20.0 85.84 0.3 20.2 73.24 0.3 27.6
KeyBERT 77.13 0.3 16.7 84.57 0.15 25.2 86.39 0.3 23.7 76.05 0.3 32.2
LLMLingua2 80.45 0.3 15.8 82.44 0.15 25.1 87.30 0.3 24.3 74.14 0.3 32.3
PCKE(ours) 89.62 0.3 15.2 86.73 0.15 20.5 88.10 0.3 23.2 77.39 0.3 29.9

Table 2: Comparison of Text Classification Accuracy using GPT-4o with Different Prompt Compression Methods.
The PCKE Method Utilizes a Prompt Compressor that is Trained in Round 2. τ Refers to the Compression Rate,
Indicating the Proportion of Words in the Compressed Prompt Relative to the Original Prompt. Tokens Indicates
the Average Number of Tokens Consumed for Annotating each Individual Instance.

Model Round Cmps/Annos MR
(τ=0.50)

Amazon-531
(τ=0.15)

AGNews
(τ=0.30)

Inshort-News
(τ=0.30)

GPT4o 1 Original Prompt 94.22 89.38 88.74 78.21
3 Compressed Prompt 91.68 88.43 88.10 77.39

BERT 2 Annotated by Round 1 88.00 73.35 87.50 78.00
4 Annotated by Round 2 89.50 74.90 88.45 79.30

Table 3: Comparison of Annotation Accuracy of PCKE and Classification Accuracy of Fine-tuned BERT on Test
Set Across Different Rounds.

when the dataset is too large, instead of annotating
all the remaining data at once, we can annotate the
data and train the SLM in multiple rounds. This ap-
proach may lead to better performance of the SLM
at a lower cost. In this section, we conduct exper-
iments on the Amazon-531 dataset and the MR
dataset to verify this conjecture. We set the step
size to 2000, meaning we randomly chose 2000
pieces of data to compress and annotate in each
iteration. The results in Table 4 demonstrate that
PCKE consistently enhances the classifier’s perfor-
mance over successive iterations. This indicates
that our proposed PCKE method has the potential
to significantly reduce costs, with the savings be-
coming increasingly pronounced as the amount of
large-scale annotated data grows.

Iterations Amazon-531 MR
1 0.733 0.880
2 0.738 0.894
3 0.750 0.895
4 0.750 0.896
5 0.754 -
6 0.752 -
7 0.760 -

Table 4: Accuracy of the BERT-based Classifier Across
Multiple Iterations on Amazon-531 and MR Datasets.
The MR dataset lacks sufficient data to support 5, 6, and
7 rounds of iterations.

4.5 Effect of Different Compression Rates

To evaluate the impact of varying compression rates
on annotation accuracy, we conduct comprehen-
sive experiments using the Amazon-531 and MR
datasets. Consistent with the main experiment, we
first randomly select and annotate 2000 data from
the training set to train the SLM. After that, we
perform compression and annotation on the test
set sequentially. By adjusting the threshold for
token retention, we can achieve varying compres-
sion ratios. Finally, the annotation accuracy is used
as the evaluation metric. The result is shown in
Figure 2. It can be seen that, as the compression
rate decreases, all methods exhibit a decreasing
trend, indicating that each compression method
incurs a certain degree of information loss. How-
ever, our method demonstrates the smallest and
slowest decline among all methods. This is particu-
larly noticeable when the compression rate is very
low, our method demonstrates great preservation
of annotation accuracy in such cases. This observa-
tion proves that our approach is better at capturing
the essential information from the original prompt,
thereby achieving more effective compression per-
formance.

5 Conclusion

We propose a prompt compression method for
leveraging LLM in text classification data anno-
tation tasks, significantly reducing annotation costs
by minimizing token usage. A fundamental ob-
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Figure 2: Compression Rate vs. Accuracy of Different Methods.

servation that drives this methodology is that for
LLMs with powerful reasoning, a minimal set of
core keywords is adequate to identify the sentence
category. The compression model is a multi-task
framework based on BERT, which performs both
keyword extraction and classification. By concur-
rently annotating and optimizing the compressor,
we ultimately obtain a fully annotated dataset as
well as a baseline classification model suitable for
online deployment. Experimental results demon-
strate that our compression method surpasses gen-
eral approaches in both accuracy and compression
ratio, making it particularly beneficial for teams
operating under strict budget constraints.

6 Discussion

In our experiments, we validated our method on
text classification datasets with up to seven cate-
gories. However, in real-world industrial applica-
tions, the number of text categories can be signif-
icantly larger, and the classification performance
after compression may be influenced by the num-
ber and distribution of classes in the dataset. Since
our method focuses on compressing the original
text based on classification, achieving more accu-
rate classification results leads to better compres-
sion outcomes. This issue can be addressed by de-
signing more powerful classifiers, such as using a
larger BERT-style model or a model fine-tuned with
domain-specific data. Nonetheless, the effective-
ness of this approach requires further exploration
in the future.

Despite the good performance of PCKE, our
method does have some limitations. Firstly, the
model does not show significant advantages in
short text classification tasks. At the same time,
our approach is particularly effective for tasks that
can be distinguished based on keyword entities,

such as e-commerce, news, or game classification.
However, for tasks that require understanding the
entire sentence to make a judgment, such as humor
detection or more nuanced emotional classification,
its performance may be average. For these cases,
a potential compression method could involve us-
ing an LLM to generate a brief summary and then
training a summarization-based SLM. This needs
to be explored in future work. Additionally, poor
compression may result in the LLM being unable
to determine the category. If this issue frequently
occurs with a specific pattern of samples, the re-
sulting annotated dataset will lack such samples,
leading to poor performance of the final classifier
on these types of patterns.
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A Appendix

A.1 Prompts
In this part, we show the prompts for Amazon-531
dataset, which are shown in Figure3. Prompts for
other datasets are similar to those for Amazon-531
so we omit these details. It should be noted that
prompts used for the initial round of annotation
and subsequent rounds of annotation differ slightly.
Additionally, in the initial round, we input the orig-
inal text to the LLM, while in subsequent rounds,
we input a set of keywords separated by commas
to the LLM.

A.2 Case Study
In this part, we show two compression examples
using the above four methods(Selective-Context,
KeyBERT, LLMLingua2 and our proposed PCKE)
on Amazon-531 dataset and AGNews dataset. The
results can be found in Figure 4. For Amazon-531
dataset, we set the compression rate to 0.15 while
for AGNews dataset, we set the compression rate
to 0.30. Words that are useful for classification
are highlighted in blue. As can be seen, only a
few words in the original text are helpful for clas-
sification. This also shows that it is reasonable
to compress the original text before annotating it.
Comparing the four methods, our method obtains
the most useful words, thus achieving higher anno-
tation accuracy.
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Prompts Used for Amazon-531 Dataset

The system prompt for the initial round of annotation:
You are a data annotation expert in the field of e-commerce reviews. Please extract keywords based on
the original text, and then classify the data into the following 6 categories based on the keywords:
’toys games’, ’health personal care’, ’beauty’, ’baby products’, ’pet supplies’, ’grocery gourmet food’

Input and output format description:
Input (one text to be annotated per line):
1, xxx
Output (one result per line, expressed in legal json format):
{"id": 1, "keyword": "keyword1,keyword2,...", "label":""}
Notes:
Please output one of the given labels in the label field, and do not output other labels.

The system prompt for the subsequent round of annotation:
You are a data annotation expert in the field of e-commerce reviews. You are given some keywords for
e-commerce reviews. These keywords come from e-commerce reviews. Please classify the data into
the following 6 categories based on these keywords: ’toys games’, ’health personal care’, ’beauty’,
’baby products’, ’pet supplies’, ’grocery gourmet food’ and filter out the keywords that can support
your judgment.

Input and output format description:
Input (one text to be annotated per line):
1, xxx
Output (one result per line, expressed in legal json format):
{"id": 1, "keyword": "keyword1,keyword2,...", "label":""}
Notes:
Please output one of the given labels in the label field, and do not output other labels.
The keyword field can only output keywords that are helpful for classification and does not output
keywords that are not helpful for classification.

Figure 3: The Prompts We Used for Amazon-531 Dataset.
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Examples of four Compression Methods on the Amazon-531 Dataset and AGNews Dataset

Original Text: I bought this tent on 6/6/2005 for my 10 month old boy and used it once at the the
rest of the time it sat in my dining room. I went to bed one night and it was up, but the next morning
it was halfway down. When I went to see what was wrong I saw that one of the rods had snapped
off in the metal holder and cannot be fixed. This could actually suffocate a baby if noone was in
the room or the baby could hurt themselves if they found the broken rod. I was very disappointed
because the size is great. I also agree with the other reviews it is hard to put together because the
rods are so tight you have to have a lot of strenth to get it set up. Please don’t buy this we are go-
ing to return but it’s such a hassle to spend 39.99 plus tax on something and it breaks in less then a month

Category: baby products

Selective Context: sed up halfway could suffocate noone hurt the broken rod it alot strenth Please we
return spend breaks

KeyBERT: broken,rod was,pool the,snapped off,suffocate baby,pool,set up,rods are,this tent

LLMLingua2: bought tent 6 2005 10 month used snapped suffocate baby hurtdisappointed size hard
rods. 39. 99 tax breaks

PCKE(Ours): tent, 10 month old boy, pool, dining room, rods, baby, noone

Original Text: S and P watching Shell for possible debt downgrade LONDON : Standard and Poor
#39;s Ratings Services said it had its eye on Royal Dutch/Shell for a possible downgrade of the oil
company #39;s debt rating in case of a further restatement of its reserves.,

Category: Business

Selective Context: watching Shell possible debt : Standard and Poor #39;s Ratings Services its eye
Royal Dutch/Shell case

KeyBERT: 9 debt rating,watching shell,dutch shell for,watching shell for,downgrade london
standard,debt downgrade

LLMLingua2: P Shell debt LONDON Standard Poor 39 Dutch Shell downgrade reserves

PCKE(Ours): shell, debt downgrade, poor, ratings services, royal dutch/shell, oil company, reserves

Figure 4: Two Examples of 4 Compression Methods on Amazon-531 Dataset and AGNews Datase. Words that are
useful for Classification are Highlighted in Blue.
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