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Abstract

This paper investigates good-enough parsing
in Turkish by comparing human self-paced
reading performance to the surprisal and atten-
tion patterns of three Turkish Large Language
Models (LLMs), GPT-2-Base, GPT-2-Large,
and LLaMA-3. The results show that Turk-
ish speakers rely on good-enough parsing for
implausible but grammatically permissible sen-
tences (e.g., interpreting sentences such as ‘the
man bit the dog’ as ‘the dog bit the man’). Al-
though the smaller LLMs (e.g., GPT-2) were
better predictors of human RTs, they seem to
have relied more heavily on semantic plausi-
bility than humans. Comparably, larger LLMs
(e.g., LLaMA-3) tended to make more proba-
bilistic parsing based on word order, exhibiting
less good-enough parsing behavior. Therefore,
we conclude that LLMs take syntactic and se-
mantic constraints into account when process-
ing thematic roles, but not to the same extent
as human parsers.

Introduction

Human language comprehension is rapid and in-
cremental, in which listeners or readers build up
provisional interpretations of sentences on the fly.
However, a growing body of work suggests that
these interpretations can occasionally be shallow
or incomplete, leading to syntactic misanalyses.
Good-enough parsing (Ferreira et al., 2002; Fer-
reira and Patson, 2007; Christianson et al., 2001),
argues that language comprehension sometimes re-
lies on heuristics guided by real world knowledge
and may not engage in detailed syntactic analyses.
That is, a sentence, such as ‘the dog was bitten
by the man’ can be interpreted as ‘the dog bit the
man.’ Such errors are more prevalent when the
event described is highly plausible in one partic-
ular direction (e.g., ‘dogs biting people’), but is
reversed in a sentence, such as ‘the dog was bitten
by the man’ especially in noncanonical syntactic

structure like passive constructions due to the con-
flict between real world knowledge and syntactic
structure (Ferreira, 2000).

To our knowledge, good-enough parsing has not
been examined in Turkish, a language that encodes
key thematic roles through overt morphosyntactic
marking that can potentially influence such misin-
terpretations. A passive construction, for instance,
is marked not only by a syntactic operation (e.g.,
Move-Merge in generative approaches) but also
through morphosyntactic operations on the verb
(e.g., the passivizing suffix -Il-).

This paper investigates if Turkish speakers are
prone to good-enough parsing effects and if Turk-
ish LLMs, which are hitherto unexplored in the
context of psycholinguistics, also exhibit these ef-
fects. Specifically, we investigate the extent to
which Turkish speakers and Turkish LLMs use syn-
tactic detail and real world plausibility in their pro-
cessing of active and passive constructions.

To address these questions, we employed (i) a
Self-Paced Reading (SPR) experiment with native
Turkish speakers, using sentences adapted from
Ferreira (2000) and (ii) computational simulations
with three Turkish LLMs (GPT-2-Base, GPT-2-
Large, and LLaMA-3). By comparing human
reading times and model-based surprisal measures,
along with each model’s relative attention to mor-
phological cues, we aim to show how factors like
animacy, semantic plausibility, morphosyntax, and
model capacity jointly shape the likelihood of good-
enough interpretations in Turkish.

Psycholinguistics and LLMs

Recent studies have leveraged LLMs to explore
how well they capture processing patterns in hu-
mans (Salicchi et al., 2023; Marvin and Linzen,
2018; Goldberg, 2019; Wilcox et al., 2023a; Wang
et al., 2024). Surprisal is often used as a predictor
of human reading times, showing strong correla-
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tions across languages and sentence types (Wilcox
et al., 2023a; Oh and Schuler, 2022; Nair and
Resnik, 2023). In particular, it has been claimed
that processing difficulty at a word reflects how un-
expected that word is, given prior context. LLMs
have also been tested with respect to their ability
to detect event plausibility in English (Pedinotti
et al., 2021; Kauf et al., 2024). For example, Kauf
et al. (2023) highlight that current LLMs can infer
thematic relations and can recognize events more
consistently that are truly impossible (e.g., ‘the lap-
top bought the teacher’) than those that are merely
unlikely (e.g., ‘the boy tutored the nanny’). Simi-
larly, Amouyal et al. (2024) presented evidence that
log probabilities from base and instruction-tuned
models can be used as a proxy for human plausibil-
ity judgments, while Kauf et al. (2024) evaluated
how these probabilities map onto graded seman-
tic acceptability. Finally, Ettinger (2020) reported
that although BERT can pick up on role reversal
differences or identify thematic relations, its sensi-
tivity is lower than that of human judgments. To-
gether, these studies suggest that LLMs take into
consideration the syntactic regularities and world
knowledge, albeit not always matching the precise
patterns found in human data and there seems to be
variation among different models.

While most of the work on LLMs have centered
on English, there is growing interest in multilingual
settings and underrepresented languages, including
Turkish. Recent work has tested Turkish LLMs for
different linguistic tasks like indexical shift (Oğuz
et al., 2024) and universal dependency annotation
evaluation (Akkurt et al., 2024). However, as far
as we are concerned, psycholinguistic evaluation
in Turkish LLMs remains sparse. Our investiga-
tion therefore addresses a key gap by providing
a direct comparison between human data and the
predictions of autoregressive Turkish LLMs with
differing sizes in an experiment designed to test
good-enough parsing effects.

Methodology

Self-Paced Reading (SPR) Experiment

This experiment examined the predictions of good-
enough parsing model (Ferreira and Patson, 2007)
with native Turkish speakers. 26 native Turkish
speakers (Mage = 19, all college students) partici-
pated in a word-by-word self-paced reading (SPR)
experiment. The experimental sentences, exem-
plified in (1), were translated from the materials

in Ferreira (2000) into Turkish and were slightly
adapted to prevent ambiguity and ensure naturality
(in (1) and elsewhere, PL: plural, ACC: accusative
case, PST: past tense, PASS: passive voice, 1SG:
first person singular marker).

(1) a. Köpek-ler
dog-PL

adam-ı
man-ACC

ısır-dı
bite-PST

sanır-ım
think-1SG

‘I think the dogs bit the man.’

b. Adam-lar
man-PL

köpek
dog

tarafından
by

ısır-ıl-dı
bite-PASS-PST

sanır-ım
think-1SG
‘I think the men were bitten by the dog.’

c. Adam-lar
man-PL

köpeğ-i
dog-ACC

ısır-dı
bite-PST

sanır-ım
think-1SG

‘I think the men bit the dog.’

d. Köpek-ler
dog-PL

adam
man

tarafından
by

ısır-ıl-dı
bite-PASS-PST

sanır-ım
think-1SG
‘I think the dogs were bitten by the man.’

e. Question: Is the event in the sentence plausible?

The experimental sentences manipulated syntac-
tic structure as active voice as in (1a, c) or passive
voice as in (1b, d), word order as non-reversed
as in (1a, b) or reversed as in (1c, d). Half of
the sentences had animate arguments which were
reversible but biased as in ‘the man bit the dog’
and the other half had one animate one inanimate
argument which were irreversible as in ‘the chef
wore the apron.’ Reversing the arguments in the
reversible set would result in permissible but un-
likely events and the reversal of arguments in the
irreversible set would cause semantic anomaly. A
symmetrical set (e.g., ‘the boy kissed the girl’) was
used as control in which the two arguments were
equally likely to be agents. All sets had 21 ex-
perimental sentences. Each sentence ended with a
content-neutral word1 to prevent wrap-up effects.
There were 21 sentences each in reversible and
irreversible sets, with the four conditions manipu-
lating syntactic structure (active, passive) and word
order (reversed, non-reversed), totaling up to 42
experimental items. The experimental sentences
were distributed across four reading lists counter-
balancing for syntactic structure (active, passive)
and word order (reversed, non-reversed). In each
list, the experimental sentences were intermingled
with 21 additional controls and six practice items.

The experiment was prepared on the PCIbex
1Words expressing epistemic modality like perhaps,

maybe, probably.
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experiment building software (Zehr and Schwarz,
2018)2 and an online link to it was shared with the
participants, who read, on their own computer, the
sentences word-by-word moving from one word to
the next with a key-press. Their task was to indi-
cate, by clicking on two possible options presented
under the sentence, if the sentence described a plau-
sible event (see 1e). Accuracy of the response to the
plausibility question, word reading time, and end-
of-sentence plausibility decision time were mea-
sured.

LLM Experiments

Models In addition to Turkish speakers, we
tested the predictions of the good-enough pars-
ing model on three decoder-only Turkish LLMs
using the same experimental item set. We used the
base and large variant of the GPT-2 (Radford et al.,
2019) trained on Turkish (Kesgin et al., 2024b) and
a LLaMA-3 Turkish (Kesgin et al., 2024a), which is
an adapted version of the LLaMA-3 model (Dubey
et al., 2024) fine-tuned using a 30GB dataset of
Turkish. The models used in this study shared the
same architecture as autoregressive models trained
for next token prediction to align well with the SPR
task reported earlier, which tests incremental pro-
cessing. However, these models differ in size and
performance: GPT-2-Base Turkish has 124 mil-
lion parameters, 12 layers, and 12 attention heads;
GPT-2-Large Turkish, 774 million parameters, 36
layers, and 20 attention heads; LLaMA-3-8B Turk-
ish, 8 billion parameters, 32 layers, and 32 attention
heads. To compare with human word reading time,
we calculated model surprisal for each word in each
sentence. We also report a heatmap visualization of
the model’s attention to examine if it shifts based
on the likelihood of the event.

Surprisal We simulated the incremental process-
ing behavior of Turkish speakers as in the SPR task
and estimated surprisal values for each word in the
sentence to examine if model surprisal in Turkish
could predict reading times. To do so, the exper-
imental items were first tokenized using the byte-
pair encoding (BPE) tokenizer (Sennrich, 2015),
resulting in sub-word sequences. Each word wi

in the sentence was then incrementally presented
to the model, conditioned on its preceding context
w1:i−1. Formally, surprisal S(wi) is defined as the
negative log-probability of wi given w1:i−1:

2http://farm.pcibex.net

S(wi) = − logP (wi | w1:i−1) (1)

where w1:i−1 represents the words preceding
wi. In practice, the first word w1 has no context
(w1:0 = ∅), the second word w2 depends on w1,
the third word w3 depends on w1, w2, and so on.

To account for sub-word segmentation, we ag-
gregated the surprisal estimates of all the sub-words
belonging to a single word (following Wilcox,
2020; Oh and Schuler, 2023, and others). If a word
w is decomposed into sub-words (s1, s2, . . . , sk),
its word-level surprisal S(w) is computed as the
following:

S(w) =
k∑

i=1

S(si) (2)

Attention weights Following Li et al. (2024)’s
approach (also see Clark et al., 2019; Voita et al.,
2019, for similar uses), we created a heatmap visu-
alization of attention, which is a common strategy
for probing model interpretability. In the trans-
former architecture (Vaswani et al., 2017), each
layer contains multiple self-attention heads. These
heads compute weighted dot products among to-
ken representations (query, key, value), allowing
the model to capture a wide range of linguistic re-
lationships. This way, we can try to understand
what the model is attending to or looking at when
processing a word wi.

Our focus was the degree of attention to the
post-position tarafından ‘by’, which introduces the
agent in passive constructions in Turkish. For each
condition, we computed (for all attention heads
and layers) and subtracted the attention weights
of the NP local to the post-position from the NP
that is distant, which gives us how much more/less
attention the two NPs received compared to each
other. We then computed the difference between
these relative attention patterns when word order
was reversed and evaluated how reversing word
order (i.e., the condition when event becomes less
likely or impossible) affected these relative atten-
tion patterns. Increased attention toward the distant
NP in the reversed condition may point to a less
accurate interpretation (indicating that the sentence
was processed in a good-enough manner), where
the model relies more on semantic/real-world plau-
sibility cues than on strict syntactic structure. Con-
versely, preference for the local NP would indicate
that tarafından was successfully mapped to the cor-
rect agent phrase that it introduces (as in Figure
1).
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Figure 1: Possible model attention routes from the
post-position tarafından ‘by’ and two noun phrases. A
structural dependency between tarafından and the non-
agentive distant NP is not possible in Turkish. The
brown path indicates the correct dependency (resolved
at the agent), whereas the blue path points to an incor-
rect dependency (resolved at the non-agent subject).

Results and Discussion

SPR Results

Accuracy Table 1 shows Turkish speakers’ accu-
racy in their decisions. Following a strategy similar
to Kauf et al. (2023), if speakers answered ‘plau-
sible’ to reversed orders in biased and irreversible
sets, we considered that response to be erroneous.
For inference, we fit a mixed effect binomial model
to Accuracy with Word Order (Reversed, Nonre-
versed), Structure (Active, Passive) as fixed effects
using lmer (Bates et al., 2005) in R for biased and
irreversible sets separately. Participants and Items
were entered as random effects.

Overall, Turkish speakers were successful (with
a mean accuracy of 90% or higher) in all condi-
tions except for reversed sentences in the reversible
(i.e., biased) condition. For these sentences, we
observed an error rate of 25% for reversed con-
structions, where the reversed order had a signif-
icant negative effect on accuracy (Odd Ratio =
0.11, p < .001). There was no reliable difference
in accuracy for active (30% error) and passive con-
structions (20% error) in the reversed condition
(Odd Ratio = 3.48, p = .13). Reversing the word
order did not result in a decrease in accuracy for ir-
reversible sentences (Odd Ratio = 5.39, p = 0.13).
We attribute this to a good-enough parsing effect
present in the biased set, whereby participants mis-
takenly preferred the interpretation that was more
in line with their real world knowledge, but not
with the syntactic structure of the sentence.

This did not happen for the irreversible sen-
tences, though, possibly because the presence of
an inanimate entity was a strong cue for the cor-
rect structure. Note that good-enough parsing ef-
fects were observed in passive constructions in En-
glish (Ferreira, 2000). We attribute the compara-
ble decrease in accuracy in passive constructions
(compared to that in active counterparts) in Turkish

to the semantic content that the ‘by’-phrase has
in Turkish. Unlike its English counterpart ‘by’,
tarafından is a semantically transparent word car-
rying lexical content that could have provided ad-
ditional cue to the correct parse. The observation
of the decrease in accuracy in active sentences in
Turkish (compared to the lack thereof in English)
can be attributed to the relatively flexible word or-
der in Turkish in which the order of agents and
patients can change depending on the information
structure of the sentence (İşsever, 2003).

Set Word Order Structure Accuracy

Biased Nonreversed Active 96%
Biased Nonreversed Passive 99%
Biased Reversed Active 71%
Biased Reversed Passive 80%
Irreversible Nonreversed Active 97%
Irreversible Nonreversed Passive 92%
Irreversible Reversed Active 99%
Irreversible Reversed Passive 99%

Table 1: Turkish Speakers’ Mean Accuracies on the
Plausibility Task

Word reading time The RTs for each word can
be examined in Figure 2. We fit a mixed effects
regression model on the log-transformed RTs for
the reversible and irreversible sets separately. Word
Order (Reversed, Nonreversed), and Structure (Ac-
tive, Passive) were fit as fixed effects and Partic-
ipant and Item were random effects. In addition,
all models also included Word Length, Previous
Word Length, Region (Verbal, immediately Prever-
bal, Other) as additional predictors. All numeric
factors were centered to prevent collinearity. The
verb region had the highest RT in all conditions
(β = .23, p < .001 for both sets). There was no
significant interaction between Word Order and Re-
gion for the biased set (β = −.05, p = .218 for
preverbal; β = −.07, p = .07 for verbal), mean-
ing that reversal of the arguments did not yield an
online surprisal effect for Turkish speakers.

However, both the verbal (β = .12, p = .001)
and preverbal (β = .04, p = .029) regions had
significantly increased RTs in the reversed con-
dition when the events were irreversible (as in
‘aprons wearing chefs’). This suggests that se-
mantic anomaly was detected at the verbal and
preverbal region. In the preverbal region, which
corresponds to the direct object with accusative
marking (e.g., önlüğ-ü ‘apron-ACC’) in active sen-
tences and the post-position tarafından in passive
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Figure 2: Word-by-word Reading Time (RT) in the Self-Paced Reading (SPR) Task by Set (Biased, Irreversible),
Structure (Active, Passive), and Word Order (Reversed, Nonreversed).

sentences, participants encountered critical mor-
phosyntactic/semantic cues that signaled the up-
coming structure. In active sentences, the pres-
ence of accusative case-marking on an inanimate
argument probably served as a strong predictive
cue as to the theme/patient of the upcoming verb.
Similarly, in passive sentences, encountering the
agentive post-position tarafından could have pro-
vided information about the upcoming passive verb.
These morphosyntactic and semantic cues might
have allowed the readers to construct syntactic and
thematic dependencies before reaching the verb,
where these predictions were ultimately resolved.
This was not the case for biased sentences, in which
both arguments were animate. This animacy in-
formation may have let readers to entertain both
arguments as potential agents and patients.

Decision time Figure 3 shows the sentence-final
decision times for each condition. We fit a mixed ef-
fects regression model to log-transformed decision
times with Word Order (Reversed, Nonreversed)
and Structure (Active, Passive) as fixed effects for
each set. Participants and Items were random ef-
fects. Overall, in biased conditions, both in ac-
tive and passive constructions, the participants took
longer to decide in reversed conditions than in non-
reversed conditions (β = .18, p = .007). In irre-
versible conditions, the opposite pattern was ob-
served and the participants took less time to decide
for reversed sentences (β = −.014, p = .014),
and spent more time on sentences with a canonical

word order.
Let us first consider the reversible condition.

When one argument (e.g., ‘the dog’) is more likely
to do an action (e.g., ’biting’) than the other (e.g.,
‘the man’), reversing their order resulted in delay
in decision times. Together with accuracy data
(reduced accuracy in reversed than non-reversed
conditions), we interpret this delay to good-enough
parsing effects. Although the participants faced
some processing difficulty due to the implausibil-
ity of the event (e.g., ‘the man biting the dog’),
some participants, to some extent, appear to have
interpreted such sentences as their plausible coun-
terparts (e.g., ‘the dog biting the man’). The pat-
tern in the irreversible conditions was not predicted
but is explicable. In irreversible conditions, the
agent (e.g., ‘the chef’) referred to an animate entity
and the patient (e.g., ‘the apron’) was inanimate.
Reversing their order was predicted to cause pro-
cessing difficulty but it appears that the participants
were quick to integrate the animacy information
in their decisions and to detect the implausibility
when the order of the arguments was reversed.

LLM Results

Surprisal The estimated surprisals from each of
the three Turkish models are given in Figure 4. To
investigate if the same critical regions resulted in
difference in model surprisal, mixed effects linear
models were fit for each model and for each set,
resulting in 6 models. Word Length, Preceding
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Figure 3: Semantic Plausibility Decision Time by Set (Biased, Irreversible), Structure (Active, Passive), and Word
Order (Reversed, Nonreversed)

Word Length, Region (Verbal, Preverbal, Other),
Word Order (Reversed, Nonreversed), and Struc-
ture (Active, Passive) were entered as fixed effects.
Item was entered as a random effect. For the biased
set, both variants of the GPT-2 (base and large)
had only preverbal region significant in the passive
voice when the arguments were reversed (β = .37,
p = .04 for GPT-2-Base; β = .28, p = .04 for
GPT-2-Large). In contrast, LLaMA-3 had signifi-
cantly larger surprisal estimates only for the verb re-
gion in the reversed condition (β = .42, p < .001).

As to the irreversibles, the large and base vari-
ants of GPT-2 behaved almost identically except
for the surprisal for the verbal region in the irre-
versible passive condition. Verbs that had reversed
arguments in the passive voice had a larger sur-
prisal estimate (p’s < .001) than the non-reversed
argument in GPT-2-Large. This means that the
larger model was able to detect the semantic bias
on both critical regions whereas GPT-2-Base did
so only for the preverbal region with no signifi-
cant effect of the verbal region (β = .31, p = .07).
All critical regions significantly increased surprisal
estimates in other conditions (p’s < .001). In con-
trast, LLaMA-3 also yielded significantly larger
surprisals for all conditions in the irreversible set
(p’s < .005).

Overall, LLaMA-3 demonstrated a broader sen-
sitivity to structural and semantic cues compared
to the GPT-2 family, particularly in irreversible
sentences. In contrast, GPT-2 models showed sen-
sitivity in specific regions (preverbal for the base
model, and both preverbal and verbal for the larger
variant). This suggests that LLaMA-3 might have
better captured structural and semantic dependen-
cies than the smaller models. Additionally, the
differences in how GPT-2 variants process passive
constructions with reversed arguments suggest that

model size might be influencing the ability to inte-
grate multiple linguistic cues in Turkish,3 with the
larger GPT-2 model estimating higher surprisal for
both critical regions.

Predicting RTs We also tested if model surprisal
predicted Turkish speakers’ word RTs. For this, we
added two additional predictors to the word read-
ing time model described earlier. We added current
word’s wi Surprisal and PrevSurprisal (which corre-
sponds to the surprisal from the previous word wi−1

for potential spillover effects) following Wilcox
et al. (2023b). Then, the baseline model and sur-
prisal models were compared with a likelihood ra-
tio test for each set. We found that the models that
included surprisal as an additional predictor had
significantly greater likelihood for both the biased
(χ2(3) = 28.94, p < .001) and irreversible sets
(χ2(1) = 8.63, p < .01). The general finding that
surprisal predicts reading times is in line with ob-
servations from prior studies (Demberg and Keller,
2009; Shain et al., 2022; Wilcox et al., 2023b).

To investigate which of these language models
best predict human RTs, we split the data by LLM
and fit linear mixed-effects models, one for each
LLM across the two sets. The surprisal derived
from GPT-2-Large predicted the RTs at the critical
region (the verb) (β = .04, p < .001). The sur-
prisal of GPT-2-Base had some predictive power
but it did not reach statistical significance (β =
.04, p = .09). LLaMA-3 surprisal did not predict
the RTs at the critical region (β = .00, p = .759)
but it did predict the RTs at the region preceding
the verb (at the accusative-marked NPs in the active
condition and at the postposition ‘by’ in the passive
condition) (β = .03, p < .002). Overall, these find-

3For comparison, see Appendix A for the surprisal esti-
mates by the same models in English.
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Figure 4: Replication of the SPR Task: Left-context Only Word-by-word Model Surprisal for GPT-2-Large Turkish,
GPT-2-Base Turkish, LLaMA-3-8B Turkish by Set (Biased, Irreversible), Structure (Active, Passive), and Word
Order (Reversed, Nonreversed).

ings indicate that the surprisal values from GPT-2
models (particularly the large variant) accounted
for human RTs at the critical region better than
those from LLaMA-3.

Attention weights Finally, we tested if models’
attention patterns reflected sensitivity to argument
structure, particularly in passive constructions with
tarafından (‘by’) in Turkish. We focused on the
attention weights from tarafından to its local, agent,
NP and the more distant, patient, NP, compar-
ing these patterns across canonical and reversed
word orders. This analysis allowed us to examine
whether the models correctly associated the agent
marker with the more local and structurally correct
NP, or if they showed increased attention to the
distant NP in non-canonical orders, which might
indicate shallower syntactic processing and more
semantic or heuristic processing.

Figure 5 demonstrates the relative change in at-

tention toward distant or local NP when the condi-
tion changed from non-reversed to reversed across
all layers and attention heads. In other words, it
shows us if the attention heads kept looking at the
same NP or changed their attention weights in favor
of either one of the two candidate NPs when the
arguments were reversed. The red colors indicate
change in attention in favor of the local NP, and
the blue colors refer to a change in favor of the dis-
tant NP. A distant NP preference would imply that
the model is associating tarafından more with the
non-agent possibly because of a semantic intrusion.

For biased passive sentences (top row), GPT-
2-Base showed mixed patterns with scattered at-
tention shifts across layers and heads, while GPT-
2-Large demonstrated more consistent but subtle
changes (given the more faded colors) in attention
distribution. LLaMA-3 exhibited the most uniform
pattern, with minimal attention shifts between con-
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ditions. In irreversible passive constructions (bot-
tom row), the patterns were more pronounced. In
the GPT-2 models, there were increasing looks or
sensitivity to the distant NP. While for the base
model distant NP preference took place across dif-
ferent layers, for the large model it mainly occurred
in the deeper layers, albeit less strongly.

LLaMA-3 maintained relatively stable attention
patterns with only a few heads showing strong pref-
erences for either NP. This suggests that LLaMA-
3’s processing of argument structure may be more
immune to word order variations, particularly in
syntactically constrained contexts. Deeper layers
did not display significant attention shifts in either
set. Furthermore, there was increasing attention
weight at the local NP in the irreversible set. We
infer that LLaMA-3 mostly did probabilistic and
syntactically constrained processing, and presum-
ably understood semantically implausible events
with correct mapping of thematic relations. In con-
trast, both GPTs seem to have relied more on se-
mantic cues and mapped tarafından with the more
plausible and animate NP in Turkish.4

General Discussion and Conclusion

Our findings offer converging evidence that Turkish
speakers exhibit good-enough parsing effects, par-
ticularly for biased sentences in which real-world
plausibility (e.g., ‘dogs biting men’ versus ‘men
biting dogs’) competes with syntactic structure.
The SPR experiment revealed that reversed sen-
tences in the biased set generated a good-enough
parsing effect, leading to increased error rates and
slower plausibility decisions. However, this ef-
fect was greatly reduced in the irreversible events
containing semantic anomaly. We conclude that
the animacy cues help participants form accurate
interpretations. Furthermore, all three autoregres-
sive Turkish models (GPT-2-Base, GPT-2-Large,
and LLaMA-3 Turkish) showed sensitivity to struc-
tural and semantic anomalies in their surprisal es-
timates. However, the larger GPT-2 model cap-
tured more linguistic cues than its smaller variant,
and LLaMA-3 model appeared to be the most ro-
bust in assigning correct syntactic dependencies

4For comparability, we also tested the attention weights
of BERT and BERTurk (Schweter, 2020) (see Appendix B),
bidirectional models for English and Turkish, respectively,
and found similar changes in attention, but BERT (compared
to BERTurk) had more shifts to the distant NP in the deeper
layers, which might be related to the greater distance between
the two NPs in English.

even under conditions of unlikely events. In addi-
tion, human reading times were significantly pre-
dicted by LLM-based surprisal, supporting earlier
findings in the literature (Li et al., 2024; Wilcox,
2020). The surprisal analysis also revealed that
GPT-2 better predicted human RTs than LLaMA-
3. This finding aligns well with earlier observa-
tions made for English suggesting that smaller or
mid-sized models (e.g., GPT-2 variants) can mir-
ror human reading patterns (Oh and Schuler, 2023;
Kuribayashi et al., 2023) more closely, in line with
large-scale evidence for surprisal-based predictabil-
ity effects (Shain et al., 2024). Moreover, atten-
tion weight analyses showed that GPT-2 models
often shifted attention toward the more semanti-
cally plausible (but syntactically incorrect) noun
phrase in reversed sentences, presumably reflecting
good-enough heuristics across both biased and irre-
versible stimuli. Meanwhile, LLaMA-3 appeared
more robust in capturing correct agent–patient map-
pings, which was more unlike the human data.

Crucially, Turkish speakers also relied on good-
enough parsing strategies, but only for biased sen-
tences, similar to the English speakers in Ferreira
(2000). This may place their performance between
the heuristic-driven patterns of the GPT-2 models
and the more consistent syntactic mappings ob-
served in LLaMA-3. GPT-2 models appear to rely
more heavily on good-enough strategies than hu-
mans, whereas the attention patterns of LLaMA-3
suggest more syntactically detailed parsing. These
results highlight the potential of LLMs as compu-
tational proxies for psycholinguistic phenomena
and the need to incorporate semantic plausibility
cues into neural parsing models. While human
participants occasionally rely on shallow heuristics,
larger models may attend to semantic and structural
cues differently across representational scales. We
conclude that both Turkish speakers and LLMs are
sensitive to syntactic and semantic constraints, but
differ in how they prioritize these linguistic cues.

These findings raise broader questions about the
architecture of both human and model-based pars-
ing. In the context of good-enough processing,
transformer models appear to operate such that
earlier layers capture syntax-level information and
frequency-based cues, while deeper layers seem
to encode information related to real world plau-
sibility. (See similar observations for human sen-
tence processing, not specifically in the context of
good-enough parsing, e.g., Lowder and Gordon,
2015; and Frazier and Fodor, 1978.) The varia-
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Figure 5: Attention difference between the NPs distant and local to the post-position (in Reversed - Non-reversed
word order) for passive constructions. Results are shown for three Turkish LLMs: GPT-2-Base (12 layers, 12
heads), GPT-2-Large (36 layers, 20 heads), and LLaMA-3-8B (32 layers, 32 heads). Blue regions indicate stronger
attention to Distant NP (incorrect dependency) in reversed word order, while red regions indicate stronger attention
to Local NP (correct dependency. Top row shows differences for biased passive sentences, bottom row does so for
irreversible passive sentences.

tion in attention across layers and heads further
suggests that different layers may support distinct
parsing functions. Future research can examine
if a cascaded cue integration approach can be ex-
tended to good-enough processing in human sen-
tence comprehension. These directions can help
clarify how humans and LLMs balance shallow and
syntactically-detailed processing.

Limitations and Future Research

We can acknowledge several limitations that re-
quire further exploration: (i) We relied on surprisal
and attention analyses, but did not include broader
generative tasks (e.g., full-sentence completions,
direct plausibility ratings from the models). Also,
instead of plausibility ratings, agent and patient
matching tasks could be used to investigate good-
enough parsing. Future work could integrate these
methods to probe whether humans and LLMs in-
terpret semantically implausible sentences accu-
rately. (ii) Our experiments focused on decoder-
only architectures (GPT-2 and LLaMA-3). Other
decoder-models available in Turkish like Kanarya
(Safaya et al., 2022) or alternative model families,
such as T5-based architectures (e.g., TURNA, Ulu-
doğan et al., 2024) and possibly multilingual mod-

els like mGPT (Shliazhko et al., 2023) and Aya
(Üstün et al., 2024), might yield different patterns
of surprisal or attention particularly for language
comprehension tasks in Turkish. (iii) Finally, re-
cent work (Giulianelli et al., 2024) has raised con-
cerns about tokenization granularity and argued
that token-level language models should ideally be
(approximately) marginalized into character-level
representations before being used in psycholinguis-
tic studies. Since the current work relies on token-
level surprisals, we acknowledge that this may in-
troduce a degree of misalignment with human pro-
cessing.
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Akkurt, Melikşah Türker, Onur Güngör, and Susan
Üsküdarlı. 2024. Turna: A turkish encoder-decoder
language model for enhanced understanding and gen-
eration. arXiv preprint arXiv:2401.14373.

Ahmet Üstün, Viraat Aryabumi, Zheng-Xin Yong, Wei-
Yin Ko, Daniel D’souza, Gbemileke Onilude, Neel
Bhandari, Shivalika Singh, Hui-Lee Ooi, Amr Kayid,

et al. 2024. Aya model: An instruction finetuned
open-access multilingual language model. arXiv
preprint arXiv:2402.07827.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, \Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. Advances in neural information processing
systems, 30.

Elena Voita, David Talbot, Fedor Moiseev, Rico Sen-
nrich, and Ivan Titov. 2019. Analyzing multi-head
self-attention: Specialized heads do the heavy lifting,
the rest can be pruned. Preprint, arXiv:1905.09418.

Daphne Wang, Mehrnoosh Sadrzadeh, Miloš Stanojević,
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A Model Surprisal in English

Figure 6: Word-by-word Model Surprisal for the English BERT and BERTurk (Turkish BERT) by Set (Biased,
Irreversible), Structure (Active, Passive), and Word Order (Reversed, Nonreversed)
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B Comparing English and Turkish: Encoder Model Attention

Figure 7: Attention difference between the NPs distant and local to the post-position (in Reversed - Non-reversed
word order) for passive constructions, comparing the English BERT and BERTurk (Turkish BERT) (12 layers, 12
heads). Blue regions indicate stronger attention to Distant NP in reversed word order, while red regions indicate
stronger attention to Local NP. Top row shows differences for biased passive sentences, bottom row does so for
irreversible passive sentences.
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