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Abstract

This paper investigates the relationship be-
tween syntax and morphology in natural lan-
guages, focusing on the relation between the
amount of information stored by word structure
on the one hand, and word order on the other.
In previous work, a trade-off between these was
observed in a large corpus covering over a thou-
sand languages, suggesting a dynamic ‘division
of labor’ between syntax and morphology, as
well as yielding proof for the efficient coding
of information in language. In contrast, we find
that the trade-off can be explained by differ-
ing conventions in orthographic word bound-
aries. We do so by redefining word boundaries
within languages either by increasing or de-
creasing the domain of wordhood implied by
orthographic words. Namely, we paste frequent
word-pairs together and split words into their
frequently occurring component parts. These
interventions yield the same trade-off within
languages across word domains as what is ob-
served across languages in the orthographic
word domain. This allows us to conclude
that the original claims on syntax-morphology
trade-offs were spurious and that, more impor-
tantly, there does not seem to exist a privileged
wordhood domain where within- and across-
word regularities yield an optimal or optimized
amount of information.

1 Introduction

Few taxonomic distinctions in the study of lan-
guage are as storied as that of ‘syntax’ and ‘mor-
phology’, in spite of the numerous conceptual and
technical obstacles in defining them. Glossing over
theory-specific approaches to these two levels of de-
scription, as a first approximation syntax can be re-
garded as the study of combinations between words
into grammatical phrases and sentences, whereas
morphology is the study of processes that hold
within words. Thus, linguistic phenomena such
as word order, phrasal and constituency structure

86

Damian Blasi
Pompeu Fabra University, Spain
Harvard University, USA
dblasi@fas.harvard.edu

fall within syntax, whereas inflectional paradigms
and allomorphy are uncontroversially assigned to
morphology.! Whether these two levels involve
truly different linguistic processes is a matter of
controversy (Tallman and Auderset, 2023), and the
descriptions of many linguistic phenomena, such
as noun incorporation, seem to sit right between the
two. Many attempts to distinguish between syntax
and morphology need first to tackle the challenge
of embracing some definition of wordhood, which
is no less complex a task. Circularity of definition
(e.g. by defining ‘word’ as the maximal domain of
morphological processes), complicated cases (can
clitics be words? should collocations be treated as
words?) and reliance on phonological, morphosyn-
tactic, psycholinguistic, etc. criteria have led to a
seemingly inescapable situation where only a few
solutions are available. According to Haspelmath
(2023), we can either (1) drop the term ‘word’ alto-
gether, perhaps along with the syntax-morphology
distinction, (2) ignore the problem with the defi-
nition and hope that our results will be robust re-
gardless of minutiae with the definition, (3) regard
certain words as prototypical, or (4) come up with
a potentially awkward and unpractical technical
definition that covers much of the effective uses of
the term.

Yet some patterns in language seem to provide
independent support to the morphology-syntax di-
vide (and with it, perthaps, to the notion of a ‘true’
wordhood). One such pattern is the celebratred
trade-off between the amount of information con-
veyed by morphology (word structure) versus syn-
tax (word order) (Crystal, 2010), i.e. the notion that
if one system is flexible and arbitrary in its rules,
the other will compensate through the enrichment

"We acknowledge that the definitions of syntax and mor-
phology are more nuanced than those provided here. We
merely chose simple definitions because those are the ones that
give rise to the operationalizations we employed of word-order

information and word-structure information. These come from
Koplenig et al. (2017) and will be discussed in Section 2.
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of its relevant rules.

A statistical corpus study found the trade-off
to be observable across many languages (Ko-
plenig et al., 2017), using the Parallel Bible Cor-
pus (Mayer and Cysouw, 2014): languages seem to
rely more on word order or more on word structure
in order to convey information.

In the present study, we address the following
research questions: Can the morphology-syntax
trade-off be explained by orthographic conven-
tions? In other words, if the word boundaries are
re-defined, does a language now distribute infor-
mation differently across morphology and syntax?
And do languages optimise the amount of infor-
mation conveyed by the sum of morphology and
syntax? In other words, how much redundancy is
there in the information conveyed by morphology
and syntax?

We find that the morphology-syntax trade-off
can be reproduced by manipulations of the word
boundaries. In a single language, changes to the
word boundaries causes the information distribu-
tion to change in the word-order/word-structure
plane. Our contribution is to show that specific pre-
vious evidence for the morphology-syntax trade-
off (Koplenig et al., 2017) can be reproduced by
manipulations of word boundaries, and that there-
fore this evidence should not be considered as sup-
porting the claim that morphology and syntax are
separate cognitive processes.

2 Related Work

Using mathematical tools to quantify the amount
of information conveyed by sequences of symbols
starts with the seminal work of Shannon (1948).
The metric entropy as defined therein has been
widely used to compute the information content
in sequences of language (Arora et al., 2022; Bentz
et al., 2022; Gutierrez-Vasques et al., 2021; Ferrer-i
Cancho and Martin, 2011; Jaeger, 2010). A pop-
ular approach to computing Shannon’s entropy is
to plug in empirical probabilities into the formula.
However, this underestimates the entropy (Miller,
1955). Several corrections to Shannon’s entropy
were proposed to mitigate this (Arora et al., 2022).
However, those corrected formulas still depend cru-
cially on estimating the probabilities of text se-
quences. Doing this empirically is already unreli-
able for sequences of length five (Schiirmann and
Grassberger, 1996). To avoid this problem alto-
gether, we followed previous work on estimating
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Shannon’s entropy using the key insight from a
compression algorithm (Kontoyiannis et al., 1998).

This estimation method was previously used to
estimate the entropy per word in books in multiple
languages, which led to the proposal of a linguistic
universal: the amount of information per word that
is encoded by word ordering is the same across all
languages (Montemurro and Zanette, 2011). This
study used different texts for different languages.
One way to make the study more robust is to use
a parallel corpus such as the Parallel Bible Cor-
pus (Mayer and Cysouw, 2014). Using this corpus
and the compression-algorithm-based entropy esti-
mation method, Bentz et al. (2017) confirmed the
finding of the linguistic universal.

Along these same lines, Koplenig et al. (2017)
studied the trade-off between word order infor-
mation and word structure information (both in
bytes per character) using the Parallel Bible Corpus.
The word-order information and word-structure
information are operationalizations of the infor-
mation contained in syntax and morphology, re-
spectively. As mentioned previously, their study is
cross-language, and in the present work we extend
it by analyzing each language individually, varying
the amount of common word-pairs that are pasted
together and words that are split into component
parts.

Gibson et al. (2019) have reviewed the various
ways in which the question of a morphology-syntax
trade-off has been studied. They conclude that
evidence for an efficient trade-off between these
quantities puts pressure on the theories of the evolu-
tionary origins of language. They also suggest that
cognitive processes could be associated with the
different ways in which we communicate informa-
tion, but they do not claim any causal relationships.

On the machine-learning end, Abdou et al.
(2022) have found that language models that pre-
sumably produce state-of-the-art results using shuf-
fled sentences (Sinha et al., 2021) are actually em-
ploying sub-word information (e.g., morphology).
They stress the importance of word-order informa-
tion in language.

As for the observation by Koplenig et al. (2017)
that languages tend to optimize their position along
the morphology-syntax trade-off, Jaeger (2010)
proposed the principle of Uniform Information
Density: language production is affected by a pref-
erence to distribute information uniformly across
the linguistic signal.



3 Data

We use the Parallel Bible Corpus (Mayer and
Cysouw, 2014). It contains 2000 translations® of
the Bible in 1460 languages in a verse-aligned par-
allel structure, covering over 40 language families
from the Americas, Europe, Africa, Asia and Ocea-
nia. Each translation is tokenized and Unicode-
normalized, with spaces inserted between words
and both punctuation marks and non-alphabetic
symbols. We follow the same pre-processing steps
as Koplenig et al. (2017). Namely, we lowercase all
text following the Unicode Standard (The Unicode
Consortium, 2022) using the Python str.lower
method. We then split each bible translation into
different books of the bible, treating each book as
a different text sample. We focus on the same six
books of the New Testament studied by Koplenig
et al. (2017): the four Gospels (Matthew, Mark,
Luke, John), the Book of Acts and the Book of
Revelation. Restricting our dataset to translations
that contain at least one verse of at least one of the
aforementioned books leaves 1962 bible transla-
tions in 1444 languages. This dataset is appropriate
to answer our research question because it is avail-
able in many languages across multiple families,
so that any findings cannot be ascribed to specific
features of a given language.

We remove 4 bible translations because of the
presence of a character that cannot be processed by
the entropy calculator (which will be described in
Section 4).> We remove a further 2 bibles because
they contain a verse with incorrectly repeated text
that leads to mistakes in the entropy calculations.*
As aresult, we have 1956 bible translations in 1442
languages.

4 Methods

We follow most of the methodology employed
by Koplenig et al. (2017) to compute word-order
and word-structure information, and then apply
some manipulations to the word boundaries.

The Parallel Bible Corpus is an evolving project. We use
the version from 21st October 2021, corresponding to commit
c64117d in git@github.com:cysouw/paralleltext.git

3A solution to this problem is to manually replace the
troublesome character by some known character that is not
used anywhere in that bible. We leave this for future work.

“Nevertheless, we ran the analysis with these 2 bibles
included, and we found entirely consistent results.
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4.1 Word-order and word-structure
information

Consider a single book from a single translation
of the bible, as described in Section 3, to be a
sequence b of N characters. The entropy per sym-
bol H? is the average amount of information that
is needed in order to describe b, per unit charac-
ter (Shannon, 1948). We estimate entropy using
a non-parametric method built upon the Lempel-
Ziv compression algorithm (Wyner and Ziv, 1989).
This method converges to the entropy at the limit of
long texts (Kontoyiannis et al., 1998). The formula
for the entropy is

b 1
- [N
where [; is the length of the shortest substring start-
ing at position ¢ of b that is not also a substring
of the part of the book before this position. We
use the implementation of this calculation by Ko-
plenig et al. (2017), and we write an independent
implementation to verify it’.

Following Koplenig et al. (2017), we compute
the entropy on three variants of the bible books:

N

>

=2

l;
log ¢

)]

1. H, é’riginal is computed on the original book

. H? .. is computed on a version of the book
in which word order has been deliberately de-
stroyed by shuffling all tokens within each
verse

. HY . cure is computed on a version of the

book in which word structure has been de-

liberately destroyed by replacing every word
type in the book by a randomly generated se-
quence of characters of the same length

; b b
TTS allows us to define D; ;.. H qer —
H g iginal> 1.€., the amount of information contained

in word ordering; similarly, we define D?

structure —

HYcture — Hljiginar» 1-€., the amount of informa-
tion contained in word structure.

With the setup described, it is possible to com-

pute, for a given book of the bible, the quantities

D? .. and D% iure fOT every translation avail-

able. We expand the methodology by performing
word-pasting and word-splitting experiments.

5See 11_validate_bpw.ipynb in anonymous.4open.
science/r/WordOrderBibles-0F4F
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4.2 Word-pasting experiment

We start with the word-pasting experiment: take
the single most commonly occurring pair of words
and turn it into a word, then repeat the process
iteratively. Given a book of the bible in a given
translation b, we define bpg as the version of this
book as provided in the Parallel Bible Corpus. We
compute Dgf(fer and D°P0 . on bpy. We then
find the most common pair of consecutive tokens
in the book, and redefine these to be a new word,
including the space. For example, if the most com-
mon pair of words in a given book is this book, we
redefine “this book™ as a single word. We call this
new version bp;. Thereafter, we create the order-
destroyed and structure-destroyed versions of the
book as defined in the previous section, and obtain
new quantities sz e and DEEL . We iterate
this procedure and obtain, for a given book in a
given translation, a sequence of pairs of quantities
(Dgf(jer, gﬁfmmre), where 1 is the index of the iter-
ation, i.e., how many times we have redefined the
most common token pair as a new token and the
P stands for pasting. By placing all these dots on
a word order versus word structure plot, we can
see how the two quantities vary as we redefine the

word boundaries in this given language.

4.3 Word-splitting experiment

The previous section explained how we paste com-
mon word pairs together and redefine them as to-
kens. In our word-splitting experiment, the goal is
to split words into commonly occurring sub-words.
We design our word-splitting experiment in a re-
verse manner, by starting from characters, and then
using Byte-Pair Encoding (BPE) (Gage, 1994) to it-
eratively paste commonly occurring pairs together.

Given a book of the bible in a given trans-
lation b, we define bgy as the version of this
book as provided in the Parallel Bible Corpus.
We compute Dgfger and DY . on bgy. We
then train a BPE tokenizer using the Huggingface
BpeTrainer® with a WhitespaceSplit tokenizer,
which matches the tokenization in the PBC. We
give the trainer a maximum vocabulary size of
10000 or 30000 words, depending on the bible
translation, to ensure that the training reaches com-
pletion, i.e., all words in the original text are regen-
erated from the component characters. We save the
training history and then read it backwards, which

6h'ctps ://huggingface.co/docs/tokenizers/api/
trainers

&9

allows us to create a history of the splitting of the
most common word parts.

For each point in the reverse history, we can
create the order-destroyed and structure-destroyed
versions of the book as defined in Section 4.1, and
obtain new quantities Dgféer and DY . where
7 is the index of the iteration, i.e., how many times
we have split a token into two component parts,
and the .S stands for splitting. By placing all these
dots on a word order versus word structure plot, we
can see how the two quantities vary as we redefine
the word boundaries in this given language.

4.4 Implementation

For a given book in a given translation, called b,
we compute the sequences {(Dgféer, Diri )
at 10 points between 0 and 1000 merges, and at
10 points between 0 and 10000 merges. We also
compute the sequences {(Dgfger, D )} at
10 equidistant points between 0 and the maximum
number of splits, and at 10 equidistant points be-
tween the last two of the aforementioned points.’
The experiment was carried on in a parallel com-
puting cluster, where each translation was run on
a separate CPU. Thanks to the efficiency of the
entropy calculator mentioned in Section 4, the en-
tire experiment was run over a few days without
requiring GPUs.

We then combine the information from the two
experiments on the same plot. The two experi-
ments jOiIl at D gf((i)er =D gf((i)er and D gti“?lcture -
Dgggcmre. This is because both S0 and PO are
defined as the original books, without any merges

or splits, respectively.

To understand our methodology in a different
way, in a sense, BPE is doing our word-pasting
experiment, but starting from characters.® The join-
ing point is where BPE has created the original
text, after which we continue the process by past-
ing words together.

We note that this methodology of splitting and
pasting words can naturally generate certain known
phenomena at the morphology-syntax interface.
Two notable examples are:

"To see why the further refinement in some of the areas of
the parameter space was necessary, refer to Figure 1.

8 A perhaps better alternative would be to start by convert-
ing all words to phonological forms using a text-to-phonetics
converter, and then apply BPE and word-pasting on those
phonological forms. Because we are comparing with previous
work that operated at the character level, we opted to work at
the character level.
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Figure 1: Word-order and word-structure information
trade-off for the book of Matthew in the language xuo,
in word-pasting and word-splitting experiment. The
point labels indicate how many token pairs have been
merged or split up to that point.

* compound nouns are separate words in En-
glish, but not in German or Dutch; word-
splitting can turn German or Dutch compound
nouns into pairs of words; word-pasting can
turn English compounds into single words

agglutinative affixes in Turkish are not consid-
ered words. Our splitting methodology can
naturally turn long Turkish words into sub-
parts.

5 Experimental Results

For every one of the six books considered (the
four testaments, plus Acts and Revelation), and
for every translation available in the Parallel Bible
Corpus, we produce two a plot of D;’grucmre Vs
D(lﬁrder‘ An example plot is shown on Figure 1,
for a single translation-book pair. The results are
qualitatively similar for all books considered, for
all translations available, and can be found in our
repository®.

In all plots, the datapoint at the center, where
the experiments join, corresponds to the original
dataset, with no word-pairs pasted. As we paste
increasingly more words, the datapoints move to-
wards the top left. As we split increasingly more
words, the datapoints move towards the bottom
right. In other words, as we paste more common
word-pairs, more information is encoded in the
word structure, and less information is encoded

9h'ctps ://anonymous. 4open.science/r/
WordOrderBibles-0F4F
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in the word order; as we split words into more
common sub-parts, more information is encoded
in the word order, and less information is encoded
in the word structure. This suggests that redefining
the word boundaries is sufficient to reproduce the
word-order vs word-structure trade-off observed
previously in the literature.

To evaluate the significance of the correlations,
we first join the results of the word-pasting and
word-splitting experiments by assigning a negative
value to the numbers of word-pairs merged in word-
pasting experiments. In this way we can identify
every datapoint with a single identifier which, if
positive, represents a number of splits and, if nega-
tive, represents a number of merges.

Figure 2 is a histogram of the Spearman rank cor-
relation coefficient between the number of splits
and the word-order information, for all bible trans-
lations and books studied. Because the Spearman
correlation coefficient is high and positive, we con-
clude there is a positive correlation between the
number of splits and the amount of information
carried by word order. Figure 3 is a histogram of
the Spearman rank correlation coefficient between
the number of splits and the word-structure infor-
mation, for all bible translations and books studied.
Because the Spearman correlation coefficient is
close to -1, we conclude there is a negative correla-
tion between the number of splits and the amount
of information carried by word structure. Figure 4
is the histogram of Spearman correlation coeffi-
cients between the word-order and word-structure
information, for all bible translations and books.
Because the Spearman correlation coefficient is
close to -1, we conclude there is a negative corre-
lation between the amount of information carried
by word structure and the amount of information
carried by word order. This is the same observation
as was made for a specific bible translation and
book by looking at Figure 1.

6 Discussion and Future Work

Our study reveals that the trade-off between mor-
phology and syntax in language observed by Ko-
plenig et al. (2017) can be generated by manipula-
tion of word structure, specifically by joining and
splitting words. This finding challenges the notion
that the use of morphology or syntax in language
necessarily reflects distinct mechanisms for convey-
ing information. Rather, the position of a language
on the morphology-syntax trade-off appears to be
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Figure 2: Histogram of the Spearman rank correla-
tion coefficient between word-order information and
the number of word-pairs split, for all bible translations
and books studied. Word-pasting and word-splitting
experiments are joined together by assigning a nega-
tive number to the number of word-pairs merged in the
word-pasting experiments.

Number of book-translation pairs
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Spearman(n_splits, D_structure)

Figure 3: Histogram of the Spearman rank correlation
coefficient between word-structure information and the
number of word-pairs split, for all bible translations
and books studied. Word-pasting and word-splitting
experiments are joined together by assigning a negative
number to the number of word-pairs merged in the word-
pasting experiments.
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Figure 4: Histogram of the Spearman rank correla-
tion coefficient between word-structure information and
word-order information, for all bible translations and
books studied. Word-pasting and word-splitting experi-
ments are joined together by assigning a negative num-
ber to the number of word-pairs merged in the word-
pasting experiments.

determined by how words are constructed. Nev-
ertheless, our results suggest that languages have
optimized this trade-off, indicating that a balance
between these two mechanisms is preferred. While
it may be possible to convey information through
either morphology or syntax, the prevalence of the
morphology-syntax trade-off across languages sug-
gests that this balance is indeed optimal.

Based on the implications of our findings, there
are several avenues for future research that could
build upon our work. For example, one possible
direction is to investigate whether the balance be-
tween morphology and syntax may be subject to
change over time. Previous work (Koplenig et al.,
2017) has found that the word-order and word-
structure information can evolve with time; with
our methodology, we could verify if this evolu-
tion could simply be ascribed to changes in the
definition of word boundary. Another potential
avenue is to explore the theoretical implications
of our findings for our understanding of the rela-
tionship between language structure, language use,
and cognitive processing (Tallman and Auderset,
2023). Finally, it would be worthwhile to verify
the robustness of our methodology by investigating
more novel approaches to entropy estimation, such
as fine-tuning a pre-trained multi-lingual language
model on the Parallel Bible Corpus, and then com-
puting sequence probabilities using this language
model.



7 Conclusion

In this paper, we have investigated two research
questions concerning the morphology-syntax trade-
off. Firstly, we examined whether orthographic
conventions, rather than cognitive processes, can
account for the trade-off observed by Koplenig et al.
(2017). Secondly, we explored whether languages
optimise the amount of information conveyed by
the sum of morphology and syntax. Our word-
pasting and word-splitting experiments showed that
a morphology-syntax trade-off can be explained by
purely conventional definitions, such as the defini-
tion of a word. This would mean that the statisti-
cal morphology-syntax trade-off is not necessarily
due to a fundamental difference between the cogni-
tive processes responsible for morphology and syn-
tax (Levshina and Moran, 2021). Furthermore, the
similarity between the trade-off patterns observed
in previous studies and in our experiment suggests
that languages do indeed optimise the trade-off be-
tween morphology and syntax.

8 Limitations

Like Koplenig et al. (2017), we used six specific
books of the bible for which a large number of
translations were available, and which were reason-
ably long for the methodology to work. A natural
extension to our work would be to apply the same
methodology to all the books of the bible, not just
the six books considered here.

Because we restricted our dataset to translations
that contain at least one verse of at least one of
the aforementioned books, there are some book-
translation pairs for which only a single verse or
a few verses are available. This is presumably
not enough for the entropy estimator we used to
approximate the entropy. In future iterations, we
shall restrict our analysis only to book-translation
pairs for which a sufficient number of verses is
available.

Furthermore, we applied the analysis indepen-
dently to each book because by doing so we ensure
that all texts within a given analysis have the same
content, avoiding the problem whereby a bible
translation does not contain all six books. It would
be appropriate to combine at least several of the
books together and repeat the analysis.

Finally, the PBC is an evolving project, and there
are currently more bible translations available than
there were at the time of beginning this study. It
would be interesting to look at those new bible
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translations and seeing if the results hold.

On a more fundamental level, the Parallel Bible
Corpus consists mostly of translations, not orig-
inal texts. This means that the individual bibles
used might not reflect natural language in those
languages (Baets et al., 2020). We believe this is
a minor limitation, since we are only exploring
the effect of redefining word boundaries on the
morphology-syntax trade-off. Furthermore, Kann
(2024) has observed that the PBC displays sim-
ilar word-order statistics to original texts. Still,
it would be interesting to re-do our calculations
in non-translated corpora. One possible corpus is
TeDDi (Moran et al., 2022).

We focused only on demonstrating that there is
a correlation between the word-order and word-
structure information when performing manipula-
tions on word boundaries in a single translation-
book. In a further study, we will analyze whether
the functional forms of the word-order vs word-
structure distributions match those found by Ko-
plenig et al. (2017) across bible translations.
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